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PREFACE 

Reports in this volume are numbered consecutively beginning with number 1. Each report is 
paginated with the report number followed by consecutive page numbers, e.g., 1-1, 1-2, 1-3; 2-1, 2-2, 

2-3. 

Due to its length, Volume 5 is bound in two parts, 5 A and 5B. Volume 5 A contains #1-33. 
Volume 5B contains reports #34-66. The Table of Contents for Volume 2 is included in both parts. 

This document is one of a set of 16 volumes describing the 1994 AFOSR Summer Research 

Program. The following volumes comprise the set: 

VOLUME TITLE 
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9 

10 

11 

12A & 12B 

13 

14 

15A&15B 

16 

Program Management Report 

Summer Faculty Research Program (SFRP) Reports 

Armstrong Laboratory 

Phillips Laboratory 

Rome Laboratory 

Wright Laboratory 

Arnold Engineering Development Center, Frank J. Seiler Research Laboratory, 

and Wilford Hall Medical Center 

Graduate Student Research Program (GSRP) Reports 

Armstrong Laboratory 

Phillips Laboratory 

Rome Laboratory 

Wright Laboratory 

Arnold Engineering Development Center, Frank J. Seiler Research Laboratory, 

and Wilford Hall Medical Center 

High School Apprenticeship Program (HSAP) Reports 

Armstrong Laboratory 

Phillips Laboratory 

Rome Laboratory 

Wright Laboratory 

Arnold Engineering Development Center 
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1. INTRODUCTION 

The Summer Research Program (SRP), sponsored by the Air Force Office of Scientific Research 
(AFOSR), offers paid opportunities for university faculty, graduate students, and high school students 
to conduct research in U.S. Air Force research laboratories nationwide during the summer. 

Introduced by .AFOSR in 1978, this innovative program is based on the concept of teaming academic 
researchers with Air Force scientists in the same disciplines using laboratory facilities and equipment 
not often available at associates' institutions. 

AFOSR also offers its research associates an opportunity, under the Summer Research Extension 
Program (SREP), to continue their AFOSR-sponsored research at their home institutions through the 
award of research grants. In 1994 the maximum amount of each grant was increased from $20,000 to 
$25,000. and the number of AFOSR-sponsored grants decreased from 75 to 60. A separate annual 
report is compiled on the SREP. 

The Summer Faculty Research Program (SFRP) is open annually to approximately 150 faculty 
members with at least two years of teaching and/or research experience in accredited U.S. colleges, 
universities, or technical institutions. SFRP associates must be either U.S. citizens or permanent 
residents. 

The Graduate Student Research Program (GSRP) is open annually to approximately 100 graduate 
students holding a bachelor's or a master's degree; GSRP associates must be U.S. citizens enrolled full 
time at an accredited institution. 

The High School Apprentice Program (HSAP) annually selects about 125 high school students located 
within a twenty mile commuting distance of participating Air Force laboratories. 

The numbers of projected summer research participants in each of the three categories are usually 
increased through direct sponsorship by participating laboratories. 

AFOSR's SRP has well served its objectives of building critical links between Air Force research 
laboratories and the academic community, opening avenues of communications and forging new 
research relationships between Air Force and academic technical experts in areas of national interest; 
and strengthening the nation's efforts to sustain careers in science and engineering. The success of the 
SRP can be gauged from its growth from inception (see Table 1) and from the favorable responses the 
1994 participants expressed in end-of-tour SRP evaluations (Appendix B). 

AFOSR contracts for administration of the SRP by civilian contractors. The contract was first 
awarded to Research & Development Laboratories (RDL) in September 1990. After completion of 
the 1990 contract, RDL won the recompetition for the basic year and four 1-year options. 



2. PARTICIPATION IN THE SUMMER RESEARCH PROGRAM 

The SRP began with faculty associates in 1979; graduate students were added in 1982 and high school 
students in 1986. The following table shows the number of associates in the program each year. 

Table 1: SRP Participation, by Year 

YEAR Number of Participants TOTAL 

SFRP GSRP HSAP 

1979 70 70 

1980 87 87 

1981 .87 87 

1982 91 17 108 

1983 101 53 154 

1984 152 84 236 

1985 154 92 246 

1986 158 100 42 300 

1987 159 101 73 333 

1988 153 107 101 361 

1989 168 102 103 373 

1990 165 121 132 418 

1991 170 142 132 444 

1992 185 121 159 464 

1993 187 117 136 440 
1994 192 117 133 442 

Beginning in 1993, due to budget cuts, some of the laboratories weren't able to afford to fund as many 
associates as in previous years; in one case a laboratory did not fund any additional associates. 
However, the table shows that, overall, the number of participating associates increased this year 
because two laboratories funded more associates than they had in previous years. 



3. RECRUITING AND SELECTION 

The SRP is conducted on a nationally advertised and competitive-selection basis. The advertising for 
faculty and graduate students consisted primarily of the mailing of 8,000 44-page SRP brochures to 
chairpersons of departments relevant to AFOSR research and to administrators of grants in accredited 
universities, colleges, and technical institutions. Historically Black Colleges and Universities (HBCUs) 
and Minority Institutions (Mis) were included. Brochures also went to all participating USAF 
laboratories, the previous year's participants, and numerous (over 600 annually) individual requesters. 

Due to a delay in awarding the new contract, RDL was not able to place advertisements in any of the 
following publications in which the SRP is normally advertised: Black Issues in Higher Education, 
Chemical & Engineering News, IEEE Spectrum and Physics Today. 

High school applicants can participate only in laboratories located no more than 20 miles from their 
residence. Tailored brochures on the HSAP were sent to the head counselors of 180 high schools in 
the vicinity of participating laboratories, with instructions for publicizing the program in their schools. 
High school students selected to serve at Wright Laboratory's Armament Directorate (Eglin Ar Force 
Base, Florida) serve eleven weeks as opposed to the eight weeks normally worked by high school 
students at all other participating laboratories. 

Each SFRP or GSRP applicant is given a first, second, and third choice of laboratory. High school 
students who have more than one laboratory or directorate near their homes are also given first, 
second, and third choices. 

Laboratories make their selections and prioritize their nominees. AFOSR then determines the number 
to be funded at each laboratory and approves laboratories' selections. 

Subsequently, laboratories use their own funds to sponsor additional candidates. Some selectees do 
not accept the appointment, so alternate candidates are chosen. This multi-step selection procedure 
results in some candidates being notified of their acceptance after scheduled deadlines. The total 
applicants and participants for 1994 are shown in this table. 

Table 2: 1994 Applicants and Participants 

PARTICIPANT 
CATEGORY 

TOTAL 
APPLICANTS 

SELECTEES DECLINING 
SELECTEES 

SFRP 

(HBCU/MI) 

600 

(90) 

192 

(16) 

30 

(7) 

GSRP 

(HBCU/MI) 

322 

(11) 

117 

(6) 

11 

(0) 

HSAP 562 133 14 

TOTAL 1484 442 55 



4. SITE VISITS 

During June and July of 1994, representatives of both AFOSR/NI and RDL visited each participating 
laboratory to provide briefings, answer questions, and resolve problems for both laboratory personnel 
and participants. The objective was to ensure that the SRP would be as constructive as possible for all 
participants. Both SRP participants and RDL representatives found these visits beneficial. At many of 
the laboratories, this was the only opportunity for all participants to meet at one time to share their 
experiences and exchange ideas. 

5. HISTORICALLY BLACK COLLEGES AND UNIVERSITIES AND MINORITY 
INSTITUTIONS (HBCU/MIs) 

In previous years, an RDL program representative visited from seven to ten different HBCU/MIs to 
promote interest in the SRP among the faculty and graduate students. Due to the late contract award 
date (January 1994) no time was available to visit HBCU/MIs this past year. 

In addition to RDL's special recruiting efforts, AFOSR attempts each year to obtain additional funding 
or use leftover funding from cancellations the past year to fund HBCU/MI associates. This year, seven 
HBCU/MI SFRPs declined after they were selected. The following table records HBCU/MI 
participation in this program. 

Table 3: SRP HBCU/MI Participation, bv Year 

YEAR SFRP GSRP 

Applicants Participants Applicants Participants 

1985 76 23 15 11 

1986 70 18 20 10 

1987 82 32 32 10 

1988 53 17 23 14 

1989 39 15 13 4 

1990 43 14 17 3 

1991 42 13 8 5 

1992 70 13 9 5 

1993 60 13 6 2 

1994 90 16 11 6 



6. SRP FUNDING SOURCES 

Funding sources for the 1994 SRP were the AFOSR-provided slots for the basic contract and 
laboratory funds. Funding sources by category for the 1994 SRP selected participants are shown here. 

Table 4:  1994 SRP Associate Funding 

FUNDING CATEGORY SFRP GSRP HSAP 

AFOSR Basic Allocation Funds 150 98*1 121*2 

USAF Laboratory Funds 37 19 12 

HBCU/MI By AFOSR 
(Using Procured Addn'l Funds) 

5 0 0 

TOTAL 192 117 133 

* 1 -100 were selected, but two canceled too late to be replaced. 
*2 - 125 were selected, but four canceled too late to be replaced. 

COMPENSATION FOR PARTICIPANTS 

Compensation for SRP participants, per five-day work week, is shown in this table. 

Table 5: 1994 SRP Associate Compensation 

PARTICIPANT CATEGORY 1991 1992 1993 1994 

Faculty Members $690 $718 $740 $740 

Graduate Student 
(Master's Degree) 

$425 $442 $455 $455 

Graduate Student 
. (Bachelor's Degree) 

$365 $380 $391 $391 

High School Student 
(First Year) 

$200 $200 $200 $200 

High School Student 
(Subsequent Years) 

$240 $240 $240 $240 



The program also offered associates whose homes were more than 50 miles from the laboratory an 
expense allowance (seven days per week) of $50/day for faculty and $37/day for graduate students. 
Transportation to the laboratory at the beginning of their tour and back to their home destinations at 
the end was also reimbursed for these participants. Of the combined SFRP and GSRP associates, 58% 
(178 out of 309) claimed travel reimbursements at an average round-trip cost of $860. 

Faculty members were encouraged to visit their laboratories before their summer tour began. All costs 
of these orientation visits were reimbursed. Forty-one percent (78 out of 192) of faculty associates 
took orientation trips at an average cost of $498. Many faculty associates noted on their evaluation 
forms that due to the late notice of acceptance into the 1994 SRP (caused by the late award in January 
1994 of the contract) there wasn't enough time to attend an orientation visit prior to their tour start 
date. In 1993, 58 % of SFRP associates took orientation visits at an average cost of $685. 

Program participants submitted biweekly vouchers countersigned by their laboratory research focal 
point, and RDL issued paychecks so as to arrive in associates' hands two weeks later. 

HSAP program participants were considered actual RDL employees, and their respective state and 
federal income tax and Social Security were withheld from their paychecks. By the nature of their 
independent research, SFRP and GSRP program participants were considered to be consultants or 
independent contractors. As such, SFRP and GSRP associates were responsible for their own income 
taxes, Social Security, and insurance. 

8. CONTENTS OF THE 1994 REPORT 

The complete set of reports for the 1994 SRP includes this program management report augmented by 
fifteen volumes of final research reports by the 1994 associates as indicated below: 

Table 6: 1994 SRP Final Report Volume Assignments 

VOLUME 

LABORATORY SFRP GSRP HSAP 

Armstrong 2 7 12 

Phillips 3 8 13 

Rome 4 9 14 

Wright 5A,5B 10 15 

AEDC, FJSRL, WHMC 6 11 16 
DC Arnold Er leineerine I Development Center 

FJSRL 
WHMC 

Frank J. Seiler Research Laboratory 
Wilford Hall Medical Center 



APPENDIX A - PROGRAM STATISTICAL SUMMARY 

A. Colleges/Universities Represented 

Selected SFRP and GSRP associates represent  158 different colleges, universities, and 
institutions. 

B. States Represented 

SFRP -Applicants came from 46 states plus Washington D.C. and Puerto Rico.   Selectees 
represent 40 states. 

GSRP - Applicants came from 46 states and Puerto Rico. Selectees represent 34 states. 

HSAP - Applicants came from fifteen states. Selectees represent ten states. 

C. Academic Disciplines Represented 

The academic disciplines of the combined 192 SFRP associates are as follows: 

Electrical Engineering 22.4% 
Mechanical Engineering 14.0% 
Physics: General, Nuclear & Plasma 12.2% 
Chemistry & Chemical Engineering 11.2% 
Mathematics & Statistics 8.1% 
Psychology 7.0% 
Computer Science 6.4% 
Aerospace & Aeronautical Engineering 4.8% 
Engineering Science 2.7% 
Biology & Inorganic Chemistry 2.2% 
Physics: Electro-Optics & Photonics 2.2% 
Communication 1.6% 
Industrial & Civil Engineering 1.6% 
Physiology 1.1% 
Polymer Science 1.1% 
Education 0.5% 
Pharmaceutics 0.5% 
Veterinary Medicine 0.5% 0 

TOTAL 100% 
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Number of Participants 

SFRP 

GSRP 

HSAP 

192 

117 

133 

TOTAL 442 

Table A-2. Degrees Represented 

Degrees Represented 

SFRP             GSRP 

Doctoral                   189                   0 

Master's                     3                    47 

Bachelor's                  0                    70 

TOTAL 

189 

50 

70 

TOTAL               192                 117 309 

Table A-3. SFRP Academic Titles 

Academic Titles 

Assistant Professor 74 

Associate Professor 63 

Professor 44 

Instructor 5 

Chairman 1 

Visiting Professor 1 

Visiting Assoc. Prof. 1 

Research Associate 3 

TOTAL 192 
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Table A-4. Source of Learning About SRP 

SOURCE SFRP GSRP 

Applicants Selectees Applicants Selectees 

Applied/participated in prior years 

Colleague familiar with SRP 

Brochure mailed to institution 

Contact with Air Force laboratory 

Faculty Advisor (GSRPs Only) 

Other source 

26% 37% 10% 13% 

19% 17% 12% 12% 

32% 18% 19% 12% 

15% 24% 9% 12% 

~ - 39% 43% 

8% 4% 11% 8% 

TOTAL 100% 100% 100% 100% 

Table A-5. Ethnic Background of Applicants and Selectees 

SFRP GSRP HSAP 

Applicants Selectees Applicants Selectees Applicants Selectees 

American Indian or 0.2%              0% 1%                0% 0.4%              0% 

Native Alaskan 

Asian/Pacific Islander 30%               20% 6%                 8% 7%               10% 

Black 4%               1.5% 3%                 3% 7%                2% 

Hispanic 3%               1.9% 4%               4.5% 11%               8% 

Caucasian 51%              63% 77%                77% 70%               75% 

Preferred not to answer 12%               14% 9%                  7% 4%                 5% 

TOTAL 100%             100% 100%             100% 99%              100% 

Table A-6. Percentages of Selectees receiving their 1st, 2nd, or 3rd Choices of Directorate 

1st 
Choice 

2nd 
Choice 

3rd 
Choice 

Other Than 

Their Choice 

SFRP 

GSRP 

70% 

76% 

7% 

2% 

•3% 

2% 

20% 

20% 

A-3 



APPENDIX B - SRP EVALUATION RESPONSES 

1. OVERVIEW 

Evaluations were completed and returned to RDL by four groups at the completion of the SRP.  The 
number of respondents in each group is shown below. 

Table B-l. Total SRP Evaluations Received 

Evaluation Group Responses 

SFRP & GSRPs 275 

HSAPs 116 

USAF Laboratory Focal Points 109 

USAF Laboratory HSAP Mentors 54 

All groups indicate near-unanimous enthusiasm for the SRP experience. 

Typical comments from 1994 SRP associates are: 

"[The SRP was an] excellent opportunity to work in state-of-the-art facility with top-notch 
people." 

"[The SRP experience] enabled exposure to interesting scientific application problems; 
enhancement of knowledge and insight into 'real-world' problems." 

"[The SRP] was a great opportunity for resourceful and independent faculty [members] from 
small colleges to obtain research credentials." 

"The laboratory personnel I worked with are tremendous, both personally and scientifically. I 
cannot emphasize how wonderful they are." 

"The one-on-one relationship with my mentor and the hands on research experience improved 
[my] understanding of physics in addition to improving my library research skills. Very 
valuable for [both] college and career!" 

B-l 



Typical comments from laboratory focal points and mentors are: 

"This program [AFOSR - SFRP] has been a 'God Send' for us. Ties established with summer 
faculty have proven invaluable." 

"Program was excellent from our perspective. So much was accomplished that new options 
became viable" 

"This program managed to get around most of the red tape and 'BS' associated with most Air 
Force programs. Good Job!" 

'Great program for high school students to be introduced to the research environment. Highly 
educational for others [at laboratory]." 

'This is an excellent program to introduce students to technology and give them a feel for 
[science/engineering] career fields. I view any return benefit to the government to be 'icing on 
the cake' and have usually benefitted" 

The summarized recommendations for program improvement from both associates and laboratory 
personnel are listed below (Note: basically the same as in previous years.) 

A. Better preparation on the labs' part prior to associates' arrival (i.e., office space, 
computer assets, clearly defined scope of work). 

B. Laboratory sponsor seminar presentations of work conducted by associates, and/or 
organized social functions for associates to collectively meet and share SRP 
experiences. 

C. Laboratory focal points collectively suggest more AFOSR allocated associate 
positions, so that more people may share in the experience. 

D. Associates collectively suggest higher stipends for SRP associates. 

E. Both HSAP Air Force laboratory mentors and associates would like the summer tour 
extended from the current 8 weeks to either 10 or 11 weeks; the groups state it takes 
4-6 weeks just to get high school students up-to-speed on what's going on at 
laboratory. (Note: this same arguement was used to raise the faculty and graduate 
student participation time a few years ago.) 
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2. 1994 USAF LABORATORY FOCAL POINT (LFP) EVALUATION RESPONSES 

The summarized results listed below are from the 109 LFP evaluations received. 

1. LFP evaluations received and associate preferences: 

Table B-2. Air Force LFP Evaluation Responses (By Type) 

How Manv Associates Would You Prefer To Get' '         (% Response) 
SFRP GSRP (w/Univ Professor) GSRP (w/o Univ Professor) 

Lab Evals 
Recv'd 

0 1           2        3+ 0           12         3+ 0          1          2 3+ 

AEDC 10 30 50         0        20 50        40         0          10 40        60         0 0 

AL 44 34 "50         6         9 54         34         12         0 56         31         12 0 

FJSRL 3 33 33         33        0 67         33         0          0 33         67         0 0 

PL 14 28 43         28        0 57        21         21         0 71         28         0 0 

RL 3 33 67         0         0 67         0         33         0 100        0          0 0 

WHMC 1 0 0         100       0 0         100        0          0 0         100        0 0 

WL 46 15 61         24        0 56         30         13         0 76         17         6 0 

Total 121 25% 43%     27%     4% 50%    37%     11%      1% 54%    43%      3% 0% 

LFP Evaluation Summary. The summarized repsonses, by laboratory, are listed on the following 
page. LFPs were asked to rate the following questions on a scale from 1 (below average) to 5 (above 
average). 

2. LFPs involved in SRP associate application evaluation process: 
a. Time available for evaluation of applications: 
b. Adequacy of applications for selection process: 

3. Value of orientation trips: 
4. Length of research tour: 
5 a. Benefits of associate's work to laboratory: 

b. Benefits of associate's work to Air Force: 
6. a. Enhancement of research qualifications for LFP and staff: 

b. Enhancement of research qualifications for SFRP associate: 
c. Enhancement of research qualifications for GSRP associate: 

7. a. Enhancement of knowledge for LFP and staff: 
b. Enhancement of knowledge for SFRP associate: 
c. Enhancement of knowledge for GSRP associate: 

8. Value of Air Force and university links: 
9. Potential for future collaboration: 
10. a. Your working relationship with SFRP: 

b. Your working relationship with GSRP: 
11. Expenditure of your time worthwhile: 

(Continued on next page) 
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12. Quality of program literature for associate: 
13. a. Quality of RDL's communications with you: 

b. Quality of RDL's communications with associates: 
14. Overall assessment of SRP: 

laboratory Focal Point Reponses to above questions 
AEDC AL FJSRL PL RL WHMC WL 

# Evals Recv 'd 10 32 3 14 3 1 46 
Ouestion # 

2 90% 62% 100% 64 % 100% 100% 83% 
2a 3.5 3.5 4.7 4.4 4.0 4.0 3.7 
2b 4.0 3.8 4.0 4.3 4.3 4.0 3.9 
3 4.2 3.6 4.3 3.8 4.7 4.0 4.0 
4 3.8 3.9 4.0 4.2 4.3 NO ENTRY 4.0 
5a 4.1 4.4 4.7 4.9 4.3 3.0 4.6 
5b 4.0 4.2 4.7 4.7 4.3 3.0 4.5 
6a 3.6 4.1 3.7 4.5 4.3 3.0 4.1 
6b 3.6 4.0 4.0 4.4 4.7 3.0 4.2 
6c 3.3 4.2 4.0 4.5 4.5 3.0 4.2 
7a 3.9 4.3 4.0 4.6 4.0 3.0 4.2 
7b 4.1 4.3 4.3 4.6 4.7 3.0 4.3 
7c 3.3 4.1 4.5 4.5 4.5 5.0 4.3 
8 4.2 4.3 5.0 4.9 4.3 5.0 4.7 
9 3.8 4.1 4.7 5.0 4.7 5.0 4.6 

10a 4.6 4.5 5.0 4.9 4.7 5.0 4.7 
10b 4.3 4.2 5.0 4.3 5.0 5.0 4.5 
11 4.1 4.5 4.3 4.9 4.7 4.0 4.4 
12 4.1 3.9 4.0 4.4 4.7 3.0 4.1 

13a 3.8 2.9 4.0 4.0 4.7 3.0 3.6 
13b 3.8 2.9 4.0 4.3 4.7 3.0 3.8 
14 4.5 4.4 5.0 4.9 4.7 4.0 4.5 
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3. 1994 SFRP & GSRP EVALUATION RESPONSES 

The summarized results listed below are from the 275 SFRP/GSRP evaluations received. 

Associates were asked to rate the following questions on a scale from 
1 (below average) to 5 (above average) 

1. The match between the laboratories research and your field: 4.6 

2. Your working relationship with your LFP: 4.8 

3. Enhancement of your academic qualifications: 4.4 

4. Enhancement of your research qualifications: 4.5 

5. Lab readiness for you: LFP, task, plan: 4.3 

6. Lab readiness for you: equipment, supplies, facilities: 4.1 

7. Lab resources: 4.3 

8. Lab research and administrative support: 4.5 

9. Adequacy of brochure and associate handbook: 4.3 

10. RDL communications with you: 4.3 

11. Overall payment procedures: 3.8 

12. Overall assessment of the SRP: 4.7 

13. a. Would you apply again? Yes:     85% 
b. Will you continue this or related research? Yes:     95% 

14. Was length of your tour satisfactory? Yes:     86% 

15. Percentage of associates who engaged in: 

a. Seminar presentation: 52% 
b. Technical meetings: 32% 
c. Social functions: 03% 
d. Other 01% 
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16. Percentage of associates who experienced difficulties in: 

a. Finding housing: 12% 
b. Check Cashing: 03% 

17. Where did you stay during your SRP tour? 

a. At Home: 20% 
b. With Friend: 06% 
c. On Local Economy: 47«% 
d. Base Quarters: IQO/0 

THIS SECTION FACULTY ONLY: 

18. Were graduate students working with you? Yes:     23% 

19. Would you bring graduate students next year9 Yes:     56% 

20. Value of orientation visit: 

Essential: 29% 
Convenient: 20% 
Not Worth Cost: 01 % 
Not Used: 24% 

THIS SECTION GRADUATE STUDENTS ONLY: 

21. Who did you work with: 

University Professor: igo/0 

Laboratory Scientist: 54o/0 

0 
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4. 1994 USAF LABORATORY HSAP MENTOR EVALUATION RESPONSES 

The summarized results listed below are from the 54 mentor evaluations received. 

1. Mentor apprentice preferences: 

Table B-3. Air Force Mentor Responses 
How Many Apprentices Would 

You Prefer To Get ? 
HSAP Apprentices Preferred 

Laboratory # Evals 0          1         2          3+ 
. Recv'd 

AEDC 6 0         100        0            0 
AL 17 29         47         6           18 
PL 9 22         78         0            0 
RL 4 25         75         0            0 
WL 18 22         55        17           6 
Total 54 20%     71%     5%        5% 

Mentors were asked to rate the following questions on a scale from 
1 (below average) to 5 (above average) 

2. Mentors involved in SRP apprentice application evaluation process: 
a. Time available for evaluation of applications: 
b. Adequacy of applications for selection process: 

3. Laboratory's preparation for apprentice: 
4. Mentor's preparation for apprentice: 
5. Length of research tour: 
6. Benefits of apprentice's work to U.S. Air force: 
7. Enhancement of academic qualifications for apprentice: 
8. Enhancement of research skills for apprentice: 
9. Value of U.S. Air Force/high school links: 
10. Mentor's working relationship with apprentice: 
11. Expenditure of mentor's time worthwhile: 
12. Quality of program literature for apprentice: 
13. a. Quality of RDL's communications with mentors: 

b. Quality of RDL's communication with apprentices: 
14. Overall assessment of SRP: 
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AEDC AL PL 
9 

RL 
4 

WL 
# Evals Recv'd 6 17 18 

Question # 
2 100% 76% 56% 75% 61% 

2a 4.2 4.0 3.1 3.7 3.5 
2b 4.0 4.5 4.0 4.0 3.8 
3 4.3 3.8 3.9 3.8 3.8 
4 4.5 3.7 3.4 4.2 3.9 
5 3.5 4.1 3.1 3.7 3.6 
6 4.3 3.9 4.0 4.0 4.2 
7 4.0 4.4 4.3 4.2 3.9 
8 4.7 4.4 4.4 4.2 4.0 
9 4.7 4.2 3.7 4.5 4.0 
10 4.7 4.5 4.4 4.5 4.2 
11 4.8 4.3 4.0 4.5 4.1 
12 4.2 4.1 4.1 4.8 3.4 

13a 3.5 3.9 3.7 4.0 3.1 
13b 4.0 4.1 3.4 4.0 3.5 
14 4.3 4.5 3.8 4.5 4.1 
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5. 1994 HSAP EVALUATION RESPONSES 

The summarized results listed below are from the 116 HSAP evaluations received. 

HSAP apprentices were asked to rate the following questions on a scale from 
1 (below average) to 5 (above average) 

1. Match of lab research to you interest: 3.9 

2. Apprentices working relationship with their mentor and other lab scientists: 4.6 

3. Enhancement of your academic qualifications: 4.4 

4. Enhancement of your research qualifications: 4.1 

5. Lab readiness for you: mentor, task, work plan 3.7 

6. Lab readiness for you: equipment supplies facilities 4.3 

7. Lab resources: availability 4.3 

8. Lab research and administrative support: 4.4 

9. Adequacy of RDL's apprentice handbook and administrative materials: 4.0 

10. Responsiveness of RDL's communications: 3.5 

11. Overall payment procedures: 3.3 

12. Overall assessment of SRP value to you: 4.5 

13. Would you apply again next year? Yes:     88% 

14. Was length of SRP tour satisfactory? Yes:     78% 

15. Percentages of apprentices who engaged in: 

a. Seminar presentation: 48% 
b. Technical meetings: 23% 
c. Social functions: 18% 

B-9 
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1     Abstract 

Metal deformation is a complex phenomenon where externally applied forces on the boundary change the 
external shape and internal material properties. Metal deformation processes such as forging and extrusion 
are used very widely in industries to fabricate new and complex parts. From the point of view of design for 
near-net shape manufacturing of parts, the following question becomes very important: What is the starting 
metal shape and the time history of externally applied boundary forces/velocities that will transform a given 
volume of metal to a desired final shape with desired material properties? 

My study focuses on a subset of the above mentioned problem, which is to find out the starting shape of 
the metal which for a given time history of the externally applied boundary forces/velocities will transform 
the metal to a desired final shape. This problem is also refered to as the 'Preform Design Problem' by the 
metal working community. Presently, this problem is addressed using a 'trial and error' approach. An initial 
shape is assumed by an experienced designer. It is then either modeled within an FEM simulation code or 
experimented upon in the laboratory to study the resulting final shape. This final shape is used to alter the 
initial geometry and the process is repeated until the designer is satisfied with the outcome. The following 
points about this 'trial and error' approach must be noted: (a) the process requires multiple iterations which 
could cost the designer many man-hours, (b) substitution of the actual experiment by FEM simulation could 
substantially reduce the design time, however, it is not uncommon for a single FEM run to take more than 
an hour, (c) for every new part to be fabricated, the 'trial and error' approach must be repeated. 

In this study, a new framework is being suggested to address the Preform Design Problem which has 
the potential to reduce the design cycle time at least ten-fold when compared to FEM in the loop In this 
framework, Boundary Element Method (BEM) is used for analysis. This analysis technique is coupled to 
a gradient based search algorithm for optimization. The BEM is naturally suited for studying the preform 
design problem since in this method, the discretizations must be done primarily at the boundary while in 
FEM, the entire domain must be discretized. Due to the need for fewer number of nodes in BEM as compared 
to FEM, the author believes that BEM has the potential to be a very efficient numerical tool for solving 
preform design problems. 

A summary of my recommendations based on this study are as follows: (1) to develop BEM analysis 
codes for simulation of planar and axisymmetric deformation processes, (2) to compare the results of BEM 
code against the existing FEM codes, and (3) to develop a gradient based optimization module for studying 
and testing preform designs. 
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in 

Figure 1:  A metal forming process is a transformation on (V(t),T(t)) due to the inputs F(Ti(t),t) and 

v(r2(0,0- . .  

2 Introduction 
The organization of this report is as follows: Section 3 outlines the preform design problem. Section 4 
describes the mathematical model of metal deformation processes and points out their salient features com- 
pared to elastic deformation processes. Section 5 motivates the study of Boundary Element Method for 
preform design problems. The details of the gradient based optimization scheme are listed in Section 6. 
An overview of boundary element method is presented in Section 7. These are followed by conclusion and 
recommendations for future work. 

3 Preform Design Problem 
Consider a piece of metal which is described by its internal domain V(t) and external boundary T(t) at a 
time instance t. This piece of metal is subjected to prescribed external forces F(Ti(t),t) over a part of the 
boundary Ti(t) and prescribed velocities V(T2(t),t) over the the boundary T2(t). As a result of the time 
histories of these externally applied boundary forces and velocities, the metal changes shape and internal 
properties. A graphical representation of this transformation is shown in Figure 1. 

From the perspective of the quality of a finished product, the following points are important: (i) the final 
shape of the metal must be very close to the desired final shape, i.e., T(tj) ~ Td(tj), where tj is the final 
time and Td is the desired final shape, (ii) the internal material properties such as microstructural grain size 
and volume fraction must be close to the desired final properties. 

From the perspective of control or regulation of the metal deformation process, in principle, the following 
quantities can be controlled: (1) the starting shape, i.e., T(t0), (2) the time history of the prescribed boundary 
forces F(ri(*),i), and (3) the time history of the prescribed boundary velocities V(T2(t),t). However, in 
reality, regulation of a process may become difficult due to the following reasons: (i) the boundary of the 
metal at an instance of time can not be predicted apriori and is dependent on the time history of the applied 
boundary conditions prior to that time, (ii) due to geometric limitations of the metal forming equipment 
and the instantaneous shape of the metal undergoing deformation, arbitrary choices of Ti(f) and T2(t) may 
not be feasible for applying boundary force/velocity conditions, (iii) due to equipment limitations, it may 
not be possible to apply force/velocity conditions which are varying over the lengths of Ti(t) and T2(t). 
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This study focuses on a subset of the above mentioned problem, i.e., to find out the starting shape of the 
metal which for a given time history of the externally applied boundary forces/velocities will transform the 
metal to a desired final shape. This problem is often refered to as the 'Preform Design Problem'. Mathe- 
matically, it can be stated as: 'Find (V(t0),T(t0)) which on the application of F^r^t),*) and V*(T2(t),t) 
transforms to (2%), T(tf))', where F'fl?! (*),<) and V(r2(t), t) are the given time histories of the externally 
applied boundary forces and velocities. 

4    Mathematical Model of Metal Deformation 

Let the stress and strain rate tensors for a point in the domain at any time t be respectively a^ and £,_,-. 
The velocity components of this point are v{. These three quantities satisfy the following relationships: 
(i) equilibrium equations, (ii) stress/strain-rate equations, (iii) strain-rate velocity equations, and (iv) the 
equations derived for the material constitutive models ([7],[8]). Mathematically, these are: 

<rijj+fi = 0,    *'=1,...,3 (1) 
2ä . 

'ij = 3 je« (2) 

f.. — z.(ijh. 4_ £iü\ fo\ e,J - 2^9*i + dxt) w) 

where /i are the components of the body forces, stj is the deviatoric stress, ä is the flow stress, and e is the 
flow strain rate defined as 

1 
Sij = (Tij - -(Tppbij (4) 

* = v !$;% (5) 
e = \l^ijUj (6) 

The above equations involve a total of nine unknowns: (i) the six independent components of aij(xi,x2,x3) 
because of its symmetry, and (ii) three independent components of velocity v^xi, x2, x3). These nine variables 
over the domain V(t) are obtained by solving a boundary value problem with the boundary conditions 
prescribed over T(t). As mentioned earlier, force boundary conditions are specified over Ti(t) and velocity 
boundary conditions over T2(t). The material constitutive models are of the following general form: 

* = /(c,c,r) (7) 

where T is the temperature and /( ) is a nonlinear function of its arguments. 
Some salient features of the metal deformation model are: (i) ikk = 0, i.e., the flow is incompressible, 

(ii) dij can not be expressed as partial derivatives of velocity components, (iii) unlike elastic deformation 
processes, it is not possible to obtain 'Navier-like' flow equation for the metal deformation systems. All these 
features can be easily verified by simple manipulation of Eqs. (l)-(3). It turns out that these features arise 
due to the particular form of the governing stress, strain-rate relationship (2). 

Once the boundary value problem is solved and the velocities are determined over the domain V(t), the 
boundary T(t + At) is found by solving an initial-value problem in time by well known integration schemes. 

4.1    Comparison with Elastic Systems 

The metal deformation models described in the last paragraph can be contrasted with elastic deformation 
models to point out the similarities and differences.   In elastic deformation, the variables describing the 
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chacteristics of a point are the stress <Tij, the strain e,j, and displacement u,-. Eqs. (1)- (3) for elastic systems 
are: 

ViH + fi = 0 (8) 
<Tij = \ekk6ij + 2Getj (9) 

e..-l(S2L. + S^.) (10) 

where A and G are constants for the elastic material. On substituting, (10) in (9) and then later substituting 
the result in (8), the resulting Navier's equation is: 

"*■■»' + TT^«*." = ~G (U) 

The solution of ui(x1,x2, x3) over the domain V(t) is obtained by solving the boundary value problem with 
force/velocity boundary conditions, specified over T(t). 

If one attempted to write a Navier-like flow equation for the metal deformation systems, one can show 
that the resulting equation will involve not only the partial derivatives of the three flow velocities vt but also 
another variable ah = \app, which is commonly refered to as the hydrostatic stress. In the boundary value 
solution of this Navier-like flow equation for metal deformation problems, boundary conditions on ah must 
be used to find the solution of the variables inside the domain. 

5    Boundary Value Problem: FEM vs. BEM 

A single forward simulation of a metal flow problem over the time t0 to tj can be broken down into n 
discrete time instances t0, t0 + At, t0 + 2 A t,..., t0 + (n - 1) A t = tf. At every time instance, e.g., 
t0 + (j -I) At, the boundary value problem must first be solved to determine the velocity variables over 
the domain V{t0 + (i - 1) A t}, followed by solution of an initial value problem to update the boundary 
r{t0 + i At}. As a result of this discretization over time, a series of n boundary value problems followed 
by intial value problems must be solved during a single forward simulation run of the metal deformation 
process. 

The boundary value problem can be solved by a number of different methods using weighted residual 
schemes. The 'Finite Element Method (FEM)' is one of the more popular methods to solve this problem. 
In the finite element method, the entire domain is discretized into nodes and the variables of interest are 
computed at each one of the nodes. The force/velocity boundary conditions are imposed on the nodes that 
fall on the boundary of the domain. Due to discretization of the entire domain, the solution becomes highly 
computation intensive. As a result, the solution takes a large execution time. 

Another method based on weighted residual scheme, though slightly less popular, is the Boundary El- 
ement Method (BEM). In this method, the weighting solution is taken to be of a special form so that it 
satisfies the governing equations exactly within the domain. As a result, discretizations are necessary pri- 
marily at the boundary. In a typical run of the boundary element method, the variables are solved only at 
the boundary. Once the boundary solutions are obtained, if desired, the variables within the domain could 
also be computed. 

With this relatively brief discussion of the FEM and BEM methods, it is evident that if one only requires 
solution of the variables on the boundary, then BEM is a more computationally efficient tool compared to 
FEM. This conclusion is based on the observation that the number of variables required in BEM is usually 
of an order of magnitude lower than the number of variables required in FEM. Since the preform design 
problem, as stated in Section 3, requires study of the evolution of the domain boundary T(t) during t0 and 
t;, it seems more natural to use BEM instead of FEM for the solution of the boundary value problem. 
Since a single forward simulation of a metal deformation process requires n solutions of the boundary value 
problem, the computational benefit of BEM over FEM could be tremendous in just a single simulation run. 
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6    Preform Design Problem: A Solution Approach 

As described in Section 3, the preform design problem is to find the initial shape of the metal, T(t0), that 
will transform the metal to the desired final shape, T(tf), for a given time history of force and velocity 
boundary conditions. In order to pose this problem as an optimization problem, one possible approach is to 
parametrize the initial and final shapes. The optimization procedure, then, finds the parametric description 
of the initial shape which after simulation over t0 and tf results in a final shape parametrically close to 
the desired description ([1], [6]). In principle, one can describe the initial and final shapes by the same 
class of shape functions. However, starting shapes are often limited to generalized cylinders with circular 
or rectangular cross sections. Hence, from a practical point of view, one can describe the initial shape by 
restricting to circular or rectangular cylinders. For example, if circular cylinders are selected as starting 
shapes, they can be described by only two parameters such as height h and radius r. A similar method can 
be adopted for rectangular cylinders. In general, one can describe allowable starting shapes by a set of m 
parameters (a1,a2,...,am). The intermediate shapes and the final shape, in general, can be quite arbitrary. 
Hence, these are represented as a linear sum of n basis functions fi(xux2), f2(xu ar2),..., fn(xux2): 

n 

*3(0 = 2>*(0/i(;ri.*2) (12) 
«=i 

where b^t) are the coefficients at a time t of the ith simulation run, t0 <t <tf. With this description 
of input and output shapes, a simulation run Sk can be looked upon as a mapping between the shape 
parameters (ak, ak...,ak

m) and (&?(</), 6t(*/)..., 6* (*,)). 

(a*, ak,..., ak
m) U (bk(tf), bk(tf)..., b

k
n(tf)) (13) 

As quite expected, when starting out from an arbitrary set of {aua2, ...,am), there is a very remote 
possibility that (bi(tf),b2(t}), ...,&„(*/)) = (bl(tf),b*(tf), ...,b*n(tj)), where • denotes the desired values. As 
a result, the starting parameters must be altered so that (bi(tf),b2(tf), ...,bn(tj)) becomes closer to the 
desired value. This alteration of the starting parameters at a step k can be done by computing the local 
Jacobian matrix between the input parameters and the the output parameters defined as: 

Jk = 

Sa\ da-2 •" dam 
8>2(«/)       db,(t}) dh(?f) 
~~Sä[ da-2 ■■■ öam 

a*n(«/) dbnjtf) at„(ty) 
da, öa2 "• dam 

(14) 

it 

where Jk is the (n x m) Jacobian matrix computed at the kth step. Once the Jacobian matrix is computed, 
a perturbation in the (a{ oj,) can be easily found using the properties of this matrix that results in 
a change of the parameters (61(</),i2(</)) ...,&„(*/)) closest to (bl(tf),b*2(tf),...,b*n(tf)). The metric for 
describing 'closeness' can be taken as the two norm, | \2. 

It must be noted that each computation of the Jacobian matrix requires m + 1 forward simulation runs 
with alr.., am perturbed, one at a time. A flowchart of the optimization algorithm is shown in Figure 2. 

7    Boundary Element Method 

Over the last two decades, the boundary element method has been used for solving a large number of 
problems in elasticity, electromagnetics, and fluids ([5], [3], [2], [4]). In recent years, this method is being 
applied to plasticity and metal deformation problems. One of the tricks [9] that has been applied in the 
analysis of plasticity problems is to write its flow equations similar to the Navier elastic flow equation. This 
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Initial Shape Parameters 
(a,,as...,an) 

a* - a* + Aa 

Compute A a Simulation R 

Compute Jacobian 

 i  

Output Shape Parameters 
bk =(b„b2,...,bn) 

No 

Yes 

STOP 

Figure 2: A flowchart of the gradient-based algorithm for solution of the preform design problem. 

is achieved by writing the elastic strain as a difference between the total strain and the plastic strain: 

dvis     ,p (15) if. - -( 8«i.,£li)-$. 

The constitutive models for the plastic and elastic parts of the strain rate are then taken from Section 4 and 
Section 4.1 respectively. These are: 

3e 
2öSij 

<Tij - \t%kbij +1Ge\j 

(16) 

(17) 

The expression for e?- satisfies the incompressibility constraint, ep
kk = 0. On substituting the above expres- 

sions in the equilibrium Eq. (1), the flow equation can be written as: 

v'Jj + 
1 

1-2J/ 
Vk.ki = --^ + ^Pij,j (18) 

which is similar to the Navier flow equation (11) except for an additional term e^j. 
Once the plastic flow equation is written in this elastic-like form, the details of the boundary element 

method are the same as those for elasticity problems. In the absence of the domain forces /,-, the general 
solution of the velocity at any point P on the boundary can be written as: 

CijiPMP) = I[VijiP Q)ri{Q) - Tij{P, Q)vi{Q)]dsQ + f [2GUijik(P, q)ep
ik{q)]dV (19) 

where Cij depends on the local geometry at P, Q is a second point on the boundary, and q is a point within 
the domain. The two-point function Vij(P,Q) is the velocity at Q in the i direction due to a unit point load 
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at P in the j direction. The function T{j{P, Q) has a similar physical meaning, but in terms of traction rates. 
These functions are computed from Kelvin's singular solution due to the point load in an infinite elastic solid 

Vij = 16ir(lly)Gr{(3 " 4^ + P.'PJ> 

Tij = ~8r(l-i/)r2[{(1 ~ 2v)6i* + 3W>& + (X " 2"X»Vn; " rJ"i)) (20) 

where r(p, q) is the distance from a source point p to a field point q and n,- are the components of the unit 
outward normal to T at a point Q on it. The convention used here is that lowercase letters p and q denote 
points inside the domain V and the capital letters denote points on the boundary I\ A comma denotes a 
derivative with respect to a field point, i.e., 

r . -    9r    _  xoi ~ xi (      . 
"« ~ dxoi ~       ~ (21) 

where x and x0 are the source and field points, respectively. The traction rate f,- at on the boundary T is 
given by 

ii - &ijnj = G[(vij + Vjii)nj + YZ~2^Vk'kTli ~ 2^'"i] (22) 

One of the salient features that must be pointed out from this section is that if e?. = 0, Eq. (19) simplifies 
to an integral on the boundary. However, due to the presence of plastic strain in metal deformation processes, 
the boundary velocities are dependent not only on velocities of other points on the boundary but also on 
plastic strain of points within the domain. The current research on the use of boundary element method to 
metal deformation processes has shown that the solution of the metal deformation processes are reasonably 
accurate if a very coarse discretization is carried out within the domain. As a result, the number of nodes 
needed in the boundary element analysis can be substantially less than those needed in the finite element 
analysis for a reasonably accurate solution. 

8 Conclusions and Future Work 

In order to run a single iteration of the gradient based optimization procedure, the boundary value problem 
must be solved n(m + 1) times where n is the number of discretizations of the time duration t0 and tj 
and m is the number of parameters that describe the initial shape of the preform. If it takes k iterations 
for the optimizer to converge to the solution, the total number of boundary value problems that must be 
solved is kn(m + 1). Then, it is quite clear that for solving preform design problems, boundary element 
technique could be computationally several orders of magnitude faster than finite element technique in the 
loop. Morover, the variables inside the domain are of no particular interest for the preform design problem. 

My recommendations based on this study are: (1) to develop boundary element analysis codes for planar 
and axisymmetric metal deformation problems based on the theory of Section 7, (2) to benchmark the results 
of boundary element and finite element methods, (3) to develop a gradient based optimizer for the preform 
design problem based on Section 6, (4) to use this optimizer as a benchmark to compare the results of 
other optimizers built on approximate models of the plastic deformation process such as just with volume 
conservation or with linearized constitutive models. 

The author believes that this preform design module could be written for a PC 486 machine which 
are relatively cheap and affordable to most companies involved in metal forming work. The results of this 
analysis could be interfaced with graphics for visual display. 
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CALCULATION OF HEATING AND TEMPERATURE 

DISTRIBUTIONS IN ELECTRICALLY EXCITED FOILS 

Michael E. Baginski 

Associate Professor 

Department of Electrical Engineering 

Auburn University 

ABSTRACT 

A finite element analysis of the transient thermal and electrical distributions in 

electrically exploded thin copper foils to the point of melt is presented. The research 

focuses on an analysis of a novel system that is currently under development for use in 

future experiments. All simulations are based on the intrinsic characteristics of copper 

and require only a two dimensional solution due to the planar nature of the foil's 

geometry. The simulated behavior shows trends observed in measurements of similar 

configurations. Specifically, the thermal enhancement observed at abrupt changes in 
the foils edge geometry. 
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CALCULATION OF HEATING AND TEMPERATURE 

DISTRIBUTIONS IN ELECTRICALLY EXCITED FOILS 

Michael E. Baginski 

I. INTRODUCTION 

The principle focus of this report is to present a method for the calculation of 

temperature profiles in electrically thin foils to the point of melt. A major reason that 

this topic is of importance to the military is that thin foils are often used as detonation 

devices in explosives (i.e., slappers). After a literature survey was conducted, it was 

found that if the pre-burst temperature profile in electrically thin foils is known, the 

prediction of how the foil will expand during the explosion is highly predictable [1]. 

This is of extreme importance in the application of electrically exploded foils used for 

the purpose of device detonation. 

Before discussing the code and methodology in depth, a brief history of the 

previous work in this area most related to the topic will be discussed. 

All of the models proposed in the unclassified literature so far have been limited 

by the problems complexity. One of the more complete models is that of the Lawrence 

Livermore National Laboratory (LLNL, EBF1) in which the simulated fireset is cast in 

terms of simple RLC circuit and switch. This is used in conjunction with a finite 

difference technique to simulate the thermodynamics of the bridge foil to the point of 

burst. LLNL have also presented a model (FUSE) with a more simplified treatment of 

the circuit and bridge, with special emphasis on post-burst behavior. 

Sandia National Laboratory (SNL) has developed a model (CAPRES) 

assuming a lumped resistance model of the entire bridge. They use an empirical formu- 

lation of the exploding bridge in place of basing their model on the governing physics. 

The rest of the circuit is described in a similar manner to that of LLNL in EBF1. SNL 

researchers (Kennedy, Stanton, McGlaun, Tucker) used the concept of specific action 

integrals in their formulation of the bridge resistance where A = cross-sectional area of 

the bridge, I is total current flowing in the bridge as time t, and g is the specific action 

integral defined to the time of burst as follows: 

g = (l/A)Jl2dt (1) 
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The use of the universality theorem was then applied to the specific action to 

extrapolate to the bridge geometry of interest and desired current density. There is a 

large amount of information contained in this type of data acquisition, but the models 

developed from this data have serious limitations (the limits of applicability to many 
data bases are not well defined). 

All three DOE labs have used hydrodynamic simulation codes to model the 

burst phenomenon in more detail. The major problem appears to be deriving equations 

based on first principles that described the material's transient behavior. 

The research presented here will be based in part on some of the previous work 

with the addition of several constraining equations derived from the material 

parameters. Variables in the analysis are the geometric configuration of the slapper, 

specifically the slope of the connecting pad to the explosive member of the slapper, and 

the applied voltage. The thermal conductivity of the foil is included in the numerical 

model and derived from catalogued data. Copper will be used as the metal foil in a 

necked-down geometric configuration. 

Although the research is targeted at understanding realizable device behavior, 

an effort is made to investigate any interesting behavior that is unforeseen. The 

research is also conducted with the assumption that the device modeled will be 

fabricated and, in the future, experimentally analyzed. 

n. DIFFERENTIAL EQUATIONS 

The differential equations that govern the behavior of the exploding foil system 

are formulated in terms of Maxwell's equations and the heat equation. Several first 

order assumptions are made. The copper foils being studied are considered to be 

approximately 1 micron in thickness and therefore it is assumed that the magnetic and 

electric flux can diffuse through the foil fast enough to track any changes in current so 

that skin effects can be ignored. Logan [1] has investigated exploding foils and found 

this assumption to be true for much larger systems, reinforcing the validity of the 

assumption. The governing thermodynamic equation is based on the assumption that 

heat loss in the area surrounding the slapper is negligible and therefore can be ignored 

as has been in previous studies [2]. This is reinforced by the fact that the results of 

previous modeling studies show good agreement with measured data using this 
assumption. 
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The differential equations are solved in two dimensions using the finite element 

method. They differ form work done by Logan et. al., in that they include the thermal 

heat flow in the copper foil and use measured values of the electrical conductivity as a 

function of temperature. 

The temperature rise at a point on the foil is calculated from the equation 

dT/dt = (oe (T)*E2)/(Cv(T)*p)+ V(K>VT) (2) 

where T is temperature in degrees Kelvin, ae (T) is the electrical conductivity, p is the 

mass density, K is the thermal conductivity, E is the electric field and CV(T) is the 

specific heat as a function of temperature. 

The electrical behavior in the region is described by assuming the magnetic 

field can be neglected and therefore E is defined as E = -VV where V is the voltage. 

By using the previous assumptions made by Logan et.al., (localized charge 

accumulation is set to 0) the electrical description of the slapper's behavior is given as 

V»(ae (T)*E)= 0 (3) 

HI.       GEOMETRY OF THE REGION 

The region selected for the investigation is referred to as a "BOW-TIE" config- 

uration and shown in Fig. 1. Three principal reasons were involved in the selection of 

this foil layout as opposed to other possibilities geometries. Firstly, the geometry was 

sufficiently large that the device could be patterned and realized without difficulty. 

The second reason is that certain expected effects (e.g., edge effect current and thermal 

enhancement) would most likely be observed in the finite element modeling of this 

geometry, since no radius of curvature is assigned to the necked-down portion of the 

circuit. This geometry may overestimate the non-linear behavior of the system. How- 

ever, it allows the researcher to glean an understanding of the likely trends that will 

appear when a device is fabricated and, in the future, monitor the experiment 

appropriately. The final reason for the use of the "BOW-TIE" geometry is that it is in 

the process of being fabricated and used in high explosive testing. This will allow the 

simulated behavior to be compared against measured data for possible additional mod- 
el refinement. 
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IV.       ELECTRICAL SOURCES 

The electrical source that is used as the forcing function for the system is mod- 

eled after a typical fireset. A fireset circuit allows a low inductance path for the 

external electrical energy to be coupled to the exploding foil. After considering 

Richardson's report [2], a forced voltage described by V(t) = 1000(l-exp(-t/x)) volts 

was selected as the electrical source for the circuit where x = 100 nanoseconds. A 

voltage of V(t) = 100(l-exp(-t/x)) was initially used to ensure the code's correct opera- 

tion with negligible non-linear behavior observed. The empirical formulation of this 

voltage was based on cataloged data from several different sources cited by 

Richardson. This voltage is used to energize ARCS -1 (+V(t)) and ARCS -5 (-V(t)) in 

the simulations (Fig. 1). The remainder of the boundary ARCS allow no electrical or 

thermal flux to flow normal to their surfaces (i.e., they appear as perfect thermal and 
electrical insulators). 

V.        THE CONDUCTIVITIES 

The electrical conductivity used in the simulation was derived from experimen- 

tal data [3] that was obtained for static conditions. This approach of describing the 

electrical conductivity used in the modeling differs from much previous research that 

investigated exploding foils [1]. In many reports cited by Richardson, the electrical 

conductivity used for modeling purposes was obtained from an exploding foil 

experiment. Data used to approximate constitutive parameters acquired by this method 

may lead to a model that simulates the correct behavior, but, only by coincidence [2]. 

The electrical conductivity used in this model is shown in Fig. 2 . It was 

obtained by using a third order polynomial fit of 10 data points and given as 

CTe (T) = 8.7589* 107- 2.0711*105*T + 23576*T2 - 9.9964E-2*T3    (4) 

where T is the temperature in degrees Kelvin, and ae (T) is the electrical 
conductivity in (ohm-meters)"1. 

The thermal conductivity K was derived in a similar manner with one important 

exception. During the early stages of the model's development, it was observed that 

allowing the conductivity to assume its maximum value (value at room temperature) 

had no effect on the solutions characteristics for the time frames of interest. It was 
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therefore set to the largest value in the simulations discussed. 

There was one major reason for not removing the thermal conductivity entirely 

from the analysis. The inclusion of the thermal conductivity provided a small amount 

of damping on the numerical solutions, making the code slightly more efficient. 

VI.      FINITE ELEMENT CODE 

The finite element code used is the standard six-node triangle with first order 

elements (the element degree can vary from 1 to 4), with one edge curved when 

adjacent to a curved boundary, according to the isoparametric method. 

In the problem, the algebraic equations are solved by Newton's method. The 

linear system which must be solved to do a Newton iteration is solved by Gaussian 

elimination. The Reverse Cuthill-McKee algorithm and a special bandwidth reduction 

algorithm are used to number the nodes and give this system a banded structure. In 

some cases simulated, symmetry is also taken advantage of in the elimination process. 

If the matrix is too large to keep in core, the frontal method is used to efficiently 

organize its storage out of core. In the virtual memory environment, the in-core option 

operates efficiently, with a minimum of page faults, the frequency of updating of the 

Jacobian matrix is determined adaptively. 

The research relies on several subroutines that allow an initial triangulations to 

be input with a minimum number of triangles to define the region, and allows the user 

the ability to specify where the largest number of triangles is to be located in the final 

triangulation. This would be in a location where the solution is most likely to 

experience the greatest change. Optimal convergence is is possible if the final triangle 

density function is specified according to the criteria given by Sewell [4]. 

Each time a triangle is divided, it is divided by a line from the midpoint of its 

longest side to the opposite vertex. If this side is not on the boundary, the triangle 

which shares that side must also be divided to avoid nonconforming elements and 

discontinuous basis functions. The initial triangulation is shown in Fig. 1 and the final 

graded triangulations in Fig. 3 (2000 triangles). A time step of 0.1 nanoseconds was 

used and the duration of the simulations allowed to progress until the copper foil's 

melting point was observed. 

A complete discussion of the entire code is beyond the scope of this research 

and may be found in references [4]. The finite element model has the additional benefit 

of allowing for any scaling to be introduced without major code revisions. 
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VII.     SIMULATIONS 

Before describing the simulations, consider again the phenomenon of interest: 

an electrically thin foil (slapper) is energized in order to cause a selected portion of the 

surface to explode. Because of the complexity of the system, the results of the model- 

ing should be comparable to future experimental work so, if required, a model 
refinement could take place. 

An additional trait in the device behavior observed in previous research is that 

in order to achieve optimal device operation, the exploding region of the foil should be 

uniformly heated to the point of melt. Therefore, the model constructed must meet 
several criteria: 

1) If not obviously constrained, the model will focus on device behavior that is 
likely to be measured in future experiments. 

2) As alluded to earlier, the simulations should clearly identify the device behavior 
that is unexpected. 

The simulations will be presented in sections that show the temporal 

progression of the exploding member of the foil heating, the associated current density, 
and the normalized power absorption of the device. 

Due to the obvious limits on the amount of information that can be presented, 

representative scheme will be shown that best depicts the device's behavior. Since the 

feature size of importance in many of the figures is small, it was necessary to allow full 

size figures to be shown to best demonstrate the more important trends. The graphical 

output will be extracted by interpolation from a 50x50 evenly spaced grid. 

The first set of data (Fig. 4) illustrates how the material's non-linear properties 

effect the contours of equal potential (if this was a linear set of partial differential 

equations no change would occur in the contour's shape but only in magnitude). Fig. 

5 shows the thermal heating that takes place with the most notable feature being signif- 

icant temperature increases at the corners. The current density plots shown in Fig. 6 

also indicate this same behavior. The plot of normalized power versus time (Fig.7) 

indicates that the joule heating taking place is in no way proportional to the voltage 
applied. 
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VIII.    DISCUSSION OF RESULTS 

There are a number of interesting phenomena occurring in the simulations that 

imply that a type of optimization could be made in the exploding foil's geometry and 

that suggest further research in this area is necessary. Probably the two most obvious 

traits in the foil's simulated transient behavior are the thermal heating near a corner and 

the decrease in the late time power absorption for the selected electrical source. 

Richardson [2] was the first to note that the necked down portion of the foil has 

a significant effect on the joule heating due predominantly to the radius of curvature 

(the smaller the radius of curvature the more dominant the field fringing at the corner 

becomes). Since no radius of curvature was included in the modeling, we may assume 

that this geometry overestimates the non-linear behavior of the system. This, however, 

will be addressed in future studies. 
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ANOMALOUS EFFECTS OF WATER IN FIRE FIGHTING: INTENSIFICATION OF 
HYDROCARBON  FIRES BY AZEOTROPIC DISTILLATION 

AND FREE  RADICAL EFFECTS 

William W. Bannister, Professor, Department of Chemistry 
Unioversity of Massachusetts/Lowell, Lowell, MA  01854 

ABSTRACT 

We have shown that water, when applied to burning fuels, 

substantially increases fuel vaporization rates as a result of 

azeotropic "steam distillation» effects. Water-induced hot fuel 

volatility effects are particularly enormous for low volatility 

(high boiling point) fuels such as JP-8, JP-5 and Jet A-l. 

Correspondingly severe problems in fire fighting efforts could 

thus result for fully developed fires involving JP-8 type fuels 

being extinguished by water fog, AFFF, or other water based 

extinguishing agents or systems. The effect is not 

significant for fires involving fuel floating on significant 

volumes of water. Since almost all large scale training and 

research fires are conducted in fire pit facilities using tanks 

of water on which the fuel is floated, this effect has not 

heretofore been observed in such exercises. Evidence has been 

found, however, in at least one large serious fire, for very 

pronounced increases in fire intensities which rationally could 

have been ascribed to azeotroping effects. 

Other, chemical, effects may possibly be operational in 

these instances. Since the only likely chemical candidates 

would involve free radical intermediacies,  spectroscopic 

experiments were performed to examine possible  free  radical 
pathways. 

With increasing emphasis on use of low-volatility JP-8, an 

importance exists for assessing magnititude of the effect for 

large scale real-life fires, and for developing 

countermeasures for obviating this effect; and for developing 

realistic training exercises to demonstrate the effect and 

appropriate countermeasures. 
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ANOMALOUS EFFECTS OF WATER IN FIRE FIGHTING: INTENSIFICATION OF 
HYDROCARBON  FIRES BY AZEOTROPIC DISTILLATION 

AND FREE  RADICAL EFFECTS 

William W. Bannister 

I.  INTRODUCTION 

Water has always been used as a fire extinguishing agent, 

either alone or as the main component of agent compositions 

such as AFFF or other water based compositions. The greatest 

single effect of the water in such applications is its great 

cooling capacity, lowering the temperature of a burning fuel 

below its flash point, thus removing one of the four essential 

conditions for fire maintenance. (In addition to heat, the 

other essential bases of the so-called fire tetrahedron are 

oxygen, the fuel itself, and existance of propagating free 

radical pathways in the flame system.) 

There  are  several  well-known  situations  in  which 

application of water actually serves to intensify a fire: 

1. Water applied to hot grease fires can flash into steam, 

causing spattering which can greatly intensify the fire. 

2. Water reacts violently with active metals such as  sodium. 

3. Direction of a vigorous jet of water from a fire hose into 

burning liquid fuel can result in mechanical "digging", 

scattering the burning liquid over a wider area and 

increasing the size of the blaze. 

4. Air entrained in water jets, sprays or mists can enhance 

fires by feeding oxygen to the system. 

5. "Boil over" can result from a heat wave moving down 

through burning fuel floating on water. On reaching the 

water this comes to a rapid boil with forcible ejection 

of burning fuel upward from the surface. "Boil over" 

occurs only with burning fuel mixtures comprised of both 

high and low density components (the effect is not 

observed for pure liquids);  the fuel must be floating on 
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water; and the effect requires several hours to build-up 
2 

before it is observed. 

6. Previous work by us3 (since confirmed by others4) has 

shown that high humidity facilitates spontaneous ignition 

by lowering fuel hotsurface ignition temperatures. 

None of these are involved in any way with azeotroping or 

free radical effects as will be described in this report. 

The following is a discussion of azeotropic and possible 

free radical effects which may result on application of water 

to fires, and which appear to be much more important in fire 

intensifications than items #1 - #6 above. This is a follow-on 

of work previously accomplished on this project. 

II.  AZEOTROPIC AND FREE RADICAL EFFECTS OF WATER ON FIRES 

A. AZEOTROPIC EFFECTS 

Azeotropy is a well-known and phenomenon, sometimes called 

"steam distillation", or immiscible phase azeotropy, whereby 

distillations can be performed at relatively low temperatures 

for what would ordinarily be very low volatility, high boiling 

point liquids. A brief description of steam distillation is 
provided below.  (See also reference [6].) 

As shown in Figures 1 and 2 for benzene, xylene and water, 

the boiling point of any liquid or mixture of liquids is that 

temperature at which the vapor pressure of the liquid system 

exactly equals the atmospheric pressure (the standard 

atmospheric pressure being 760 mm Hg). (Benzene and xylene 

will be discussed in detail in this paper, since these have 

boiling points which are analogous to the boiling points of 

volatile JP-4 and less volatile JP-8 fuels, respectively.) 

In Figure 1, benzene boils at 80° C at a  vapor pressure 
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of 760 mm (one atmosphere) , and water has a vapor pressure of 

one atmosphere at 108 C. The two liquids are insoluble in 

each other, and each phase exerts its own vapor pressure at a 

given temperature.  The total pressure is then the sum of the 

vapor pressures for each liquid at that temperature. Thus, at 
o 

69  C the vapor pressure of benzene is 533 mm Hg, and of water, 

227 mm Hg. Since the total pressure is 760 mm, the mixture 

will boil at this lower temperature, 11° C lower than the 
boiling point of pure benzene. 

The effect is more pronounced for higher boiling liquids, 

as seen in Figure 2 for the insoluble mixture of water and 

xylene (xylene alone boils at 139°C at 760 mm pressure). At 

94.5° C the vapor pressures of xylene and water total one 

atmosphere -- some 45 C cooler than for xylene alone. 

These azeotropic effects have serious implications for the 

flammability of hydrocarbon fuels in contact with water -- 

e.,g., when fuel fires are being extinguished by water or water 

based extinguishing agents such as AFFF. 

Fuel flammability, and intensity of fire for the fuel, is 

typically regarded in terms of the fuel's flash point -- i.e., 

temperature of the liquid at which its vapors are sufficiently 

present over the fuel to sustain a fire.7 The more flammable 

fuels are those with the lower flash points, and fuels with 

higher flash points are typically regarded as being more safe 

from the standpoint of such ignitions. Due to these 

volatility considerations, aviation fuels have undergone 

dramatic changes since World War II. In 1951 the US Air Force 

and Army changed from a highly volatile blend of gasoline and 

kerosene to the less volatile JP-4 formulation which had been 

widely used by these services until very recently. In 1952 the 

US Navy adopted a much less volatile blend (JP-5) as a result 

of the extreme fire fighting constraints peculiar to Navy 

carrier operations.   In 1958 an intermediate blend (less 
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volatile than JP-4, but more volatile than JP-5) was adopted as 

Jet A-l fuel for use in commercial aviation; and since 1968 a 

slightly modified version of Jet A-l, designated as JP-8, has 

been gradually implemented for general military use. 

The matter of "azeotropic overpressures", referred to in 

Figures 1 and 2, was early regarded in this work as being an 

area  of prime concern. 

In a liquid fuel fire, the surface of the burning liquid 

is at its boiling point. Although there will be a temperature 

gradiant in the liquid fuel below the surface, there will be a 

significant fraction of the liquid fuel beneath the burning 

surface which will be at a considerably elevated temperature. 

If a water-based extinguishing agent (e.g., fog, AFFF, or 

even a solid stream) is applied to this fire, the incoming 

water will also be significantly heated as it passes through 

the flame and into the burning liquid. 

If a low boiling point fuel such as benzene (Figure 1) , 

with a high volatility representative of JP-4, is heated to its 

boiling point (80° ), and water is added at a rate such as to 

allow it to be heated to about this same temperature, the vapor 

pressures of the water (357 mm) and of benzene (760 mm) total 

now to 1117 mm. This is an overpressure of 357 mm (about 0.5 

atmosphere) in vapor pressure which has suddenly been installed 

in what had been a gently boiling liquid. The effect will be 

similar to that which we would observe if we heated the benzene 

to 92 C in a closed pressure cooker, which would now show a 

pressure of about 7 psi or 0.5 atmosphere on its dial. If we 

suddenly open the pressure cooker, the contents will erupt in 

vigorous boiling. This same effect will be observed on 

addition of water to boiling benzene (or JP-4 type of fuel), 

without a pressure cooker; and a somewhat increased intensity 

in the fire will be observed. 
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If xylene (a low volatility fuel representative of JP-8 

components) is heated to its boiling point (139°C) and water is 

added at a rate to allow it to be heated to the same 

temperature, the vapor pressures of water and of xylene total 

now to 3,400 mm -- an overpressure of 2,640 mm (see Figure 2). 

This is an overpressure of 3.5 atmospheres, again, suddenly 

unleashed in what had been a gently boiling liquid. This is 

what we would observe if we heated the xylene to 20? C in a 

closed pressure cooker, which would now show a pressure of 

52 psi or 3.5 atmosphere on its dial. If we suddenly open the 

lid, the contents will erupt in very violent boiling. This 

same effect will be observed on addition of water to burning 

xylene (or JP-8 type of fuel); and an extremely greatly 

pronounced increased intensity in the fire can be anticipated. 

Thus, low volatility JP-8 type fuels might be subject to 

hazardous, sudden and unexpected increases of vaporization of 

burning fuel during extinguishing operations involving use of 

AFFF, water fog, or other water based agents, with concomitant 

increases in flash back, fireballing and similar unexpected 

flame flare-ups. Such situations could be particularly 

hazardous for large scale firefighting operations.) 

Experiments described on the next two pages were performed 

to verify the anticipated great increase in fire intensity for 

non-volatile JP-8 fuel fires on application of water. 

No previous attention appears to have been directed to 

the possibility of increased flammability hazards arising from 

azeotroping effects from application of water systems to 

hydrocarbon fuel fires. Statements to the contrary have been 
encountered in responsible fire manuals: 

" ... water ... entrained in fuel ... is not 

particularly significant from a fire hazard viewpoint 

  ."   This is valid for firefighting implications for 
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Figure 3 .     Ignition Flask 

A. 500-ml  round bottom,  with 
B. Two-necked Claisen head; 

C. Pot thermometer well;   and 
D. Side  arm extending  from 

Claisen head. 
E. Electric heating mantle. 
F. Magnetic  stirrer. 

G. Addition  funnel  for 
adding water. 

H.   Capillary extension tube 
from side  arm tube. 

I.   Head,   pot  temperature 
thermometers. 

J.   Igniter 

Not shown: Aluminum foil insulation around assembly; nitrogen 
tank for purging air from assembly; heating tape 
for side arm tube; emergency fire extinguishers. 

Procedures: 

1.  Add 100 ml fuel to flask, with magnetic stirring bar. 

Purge air from assembly with nitrogen tank. 2. 

3. Set controls for heating mantle  and heating tape to 
about 20° C above boiling point of fuel. 

When fuel begins to distill from capillary extension, 
light distillate with igniter. 

Add 1 ml water from addition funnel; observe flame growth 
(if any) at capillary extension. 
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RESULTS OF EXPERIMENTS WITH XYLENE, AND XYLENE AND WATER; 
AND WITH BENZENE, AND BENZENE AND WATER 

1. For both xylene and benzene experiments, distillation 
rates were achieved (prior to adding water) which 

provided just enough fuel at the capillary to sustain a 

small flame at the capillary extension tube. 

2. For distilling benzene, addition of water did not 

materially increase the magnitude of the flame. 

3. For distilling xylene, addition of water resulted in a 
huge increase in flame size; see Figures 7 and 8 below. 

Figure 4. Xylene flame 
prior to 
adding water. 

Xylene flame is 
greatly intensified 
by adding of water. 
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preexisting entrainments of water in fuels; for high 

volatility fuels such as JP-4 or AVGAS; or any type of 

fuel floating on water (except for boil-over effects as 

previously described).   Work accomplished in this 

project demonstrates, however. that this is not valid 

for water being applied to large scale fires involving 

low volatility JP-8, JP-5 or Jet A-l type fuels. 

There is at least one instance in the fire fighting 

literature which can now possibly be reinterpreted in the light 

of a possible water/fuel azeotroping effect. 

On  26 May 1981 an EA-6B crashed into  several  F-14's 

while landing on the US Navy carrier NIMITZ (CVAN 68) . 

In the ensuing fire 14 men were killed and 42 injured, 

with $60 million damages to the carrier and its planes. 

Firefighting efforts commenced immediately, using water 

hoses and AFFF washdown systems (although AFFF systems 

were not deployed until well into the fire fighting 

effort). It was subsequently suggested that possibly 

there had been contamination of JP-5 fuel in the Navy 

aircraft by JP-4 fuel as a result of refuelling from an 

Air Force tanker; and that there had been a reduction in 

flash point of the Navy jet fuel as a result of the 
9 

possible admixture with the more volatile JP-4. 

A possibility also exists, however, that greatly increased 

volatilization occurred when the water based extinguishing 

agents (fog or AFFF) contacted the hot fuel. It is now 

suggested that this should be investigated from the standpoint 

of future fire fighting technologies. It should be noted that 

Halon extinguishing agents will be increasingly unavailable in 

the future, with an increased reliance on water based 

extinguishing systems. From the standpoint of Air Force 

interests, with conversion from more volatile JP-4 to less 
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volatile JP-8 fuel: since JP-8 is prone to increased 

vaporization rates in the presence of water, due to azeotropic 

effects, the need for an in depth evaluation of this effect 

assumes even greater dimensions of importance. Moreover, the 

Navy is now using low-volatility JP-5 fuel, and that commercial 

aircraft are now exclusively fueled with low volatility Jet A-l 

(essentially identical to JP-8). Thus, need can be established 

for examination of the azeotroping effects from the standpoint 

of Navy and commercial aviation interests, as well. 

In summary, the following implications pertain for 

azeotropic water effects in operational firefighting: 

(1) Application of water onto burning fuels can result in 

an increase rate of volatilization of the fuel, and a 

correspondingly increased fire intensity will result. 

(2) The effect is particularly pronounced for "fire-safe" 

low volatility fuels such as JP-8, JP-5 and Jet  A-l. 

(3) Due to high increases in rates of volatilization which 

can result with low volatility fuels on application of 

AAAF, water fog or other water-based firefighting 

agent, it may be best to use halon or alternative 

halons for supplementary extinguishment. 

(4) A need exists for increased firefighter awareness of 

unanticipated high increases in rates of 

volatilization for low volatility fuel fires, when 

using water-based extinguishing agents. 

(5) Water suspended in the fuel before the fire will 

not materially affect the flash point. 

In typical firefighting training exercises, a large fire 

pit is partially filled with water to provide a flat surface 

for fuel layered to a depth of an inch or less over the water. 
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(The flat water surface minimizes fuel volume requirements, and 

serves to cool the fire pit thus minimizing maintenance and pit 

replacement costs). Until recently JP-4, then more available, 

was used for training fires. Currently, almost all training 

fires are conducted with JP-8, reflecting the operational 

change-over to this less volatile fuel. A diagram of a typical 

fire pit assembly, using JP-8 fuel, is shown in Figure 5. 

As shown in this project, for high volatility fuel fires 

such as JP-4, there is little effect on volatility when water 

is added. We have also shown that if water is added to hot 

non-volatile fuels (JP-8, JP-5 or Jet A-l), there is a serious 

increase in volatilization rate and a corresponding serious 

increase in fire intensity for burning fuel. 

It is therefore not surprising that azeotroping effects 

are not observed for the countless number of JP-4 Air Force 

training fires conducted annually, since for such high 

volatility fuels water has little impact on volatilization 

rates. It needs to be emphasized here, however, that the 

effect will not be observable for training fires involving the 

low volatility JP-8, JP-5 and Jet A-l fuel fires, either. 

Thus, as shown in Figure 5,  for high boiling point (low 

volatility) fuel training fires there will be a very sharp 

temperature gradiant in the very thin layer of burning fuel 

floating on the fire pit's pool of water. At the burning 

surface, the fuel temperature will be at its boiling point 

(226°C, or 440°F for JP-8); but an inch or less below this, at 

the interface of the fuel layer with the underlying water, the 

temperature drops to ambient water temperature (typically no 

more than 30°C, or 80° or 90° F). Therefore, almost all of the 

fuel will be at a temperature which is far below its azeotropic 

boiling point (in the case of JP-8, about 94°C or 200° F). 
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Thus,  for even the most non-volatile hydrocarbon fuel 

such as JP-5, there will be no observed increase in rate of 

volatilization of the burning fuel when water-based 

extinguishing agents are applied to the fire! The implications 

of this fact are that current fire research and firefighting 

facilities can provide no capabilities for: 

(1) Demonstration of azeotroping effects which can promote 

very serious increases in fire intensities when water- 

based extinguishing agents are applied to low 

volatility fuel fires. 

(2) Investigation of azeotroping effects on a practical 

real-life research scale, with a view to: 

a. Evaluation of situations which are most conducive 

to development of the effect; 

b. Development of technologies to miminize formation 

of the effect in firefighting operations; and 

c. Development  of  firefighting  technologies  to 

minimize the effect after it has occurred. 

(3) Demonstration of the azeotroping effect and of 

appropriate firefighting techniques to prevent it, and 

to minimize it if  it established an  important 

component of the fire. 

B. POSSIBLE  ROLE  OF  FREE  RADICAL  EFFECTS  IN   ANOMALOUS 

FLAME INTENSIFICATION BY APPLICATION OF WATER 

Subsequent to the completion of this group's preliminary 

experimental work on azeotropic intensificaton of hydrocarbon 

fires by application of water, another group reported its 

preliminary findings on this same phenomenon. Although no 

mechanistic details were discussed, mention was made in their 

report of possible "chemical enhancement"  of flames by 

interactions with water. 
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The only likely candidates for chemical involvements would 

be free radicals. A strong argument against free radicals 

might exist in the fact that, as this group has shown, water is 

a fire intensifying factor most significantly for high 

molecular weight (high boiling point) fuels, although fuel 

molecular weight is not usually considered important to ease of 

formation of free radicals. However, we will be proposing 

catalyzed production of hydroxyl free radicals when water is 

applied to the flame, these radicals greatly facilitating flame 

formation by attack on the fuel molecules. High molecular 

weight fuel molecules are slower at given temperatures than low 

molecular weight molecules; and high molecular weight molecules 

obviously have greater profiles.  Thus, slower and larger high 

molecular weight molecules present better  targets  for  free 
radical attacks. 

Another argument against free radical intermediacies can 

be mounted in terms of overall energetic considerations. Thus, 

much energy certainly has to be absorbed to cleave water 

molecules into free radical components, and even though most of 

this energy would be redelivered to the fire system, there 

would be a considerable entropy diversion with which to 

contend. However, as will be detailed in the discussion to 

follow, other workers have shown that transition element oxides 

(found in appreciable abundance in all typical flames as a 

result of oxidation of metallic objects in the flame 

environment) can catalyze formation of hydroxyl and other 

oxygen-containing radicals by ultraviolet radiation (produced 
11 

xn great abundance in all flames). 

Thus, there are cogent arguments for free radical 

participation in the anomalous intensification of flames by 

application of water, and it therefore it is urged that this 

possibility should be included in this investigation. 
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The basis for dissociative processes into free radicals or 

free  radical negative ions was first presented in 1971 by one 
12 of the  investigators  in  this project,  Dr.  Alex Green. 4 

Of particular interest are the low lying dissociative  states 

[H + OH and 0 + H2] , requiring about 5 eV excitation.  It is 

not likely that these can be excited directly in single photon 

processes from light available in typical fires since the 

wavelength required: 

wavelength = 1240 ev/E = 1240/5 = 248 nm 

is too short for, radiation that provides most of the 

light available in smoking fires. 

However, as is also shown in Figure 6, possible processes 

involving vaporized water negative ions may be more promising, 

since dissociation of H^O into hydroxide ion (OH") and hydrogen 

radical (H) requires only 3.2 eV radiation, or wavelengths 

shortward of 388 nm. Here the strong OH peak in hydrocarbon 

flames at the 306 - 309 nm range25 can convert H20_ ions into 

OH" ion and H radical; and the electron can be photo-detached 

from hydroxide to form the hydroxyl (HO) radical near the peak 

of the Planck spectrum. 

We thus come to the question as to how the negative water 

ion (H00~) might be formed.  It is well known that fine sprays 
a of most liquids are frictionally charged0.  Moreover, promxnent 

electrical field effects have been well demonstrated to be 

important characteristics of flame chemistry. Thus, negatively 

charged water molecules can certainly form and survive in mist 

and vapor form in fire environments. 

Moreover, other workers11 have noted that ultraviolet (UV) 

light is capable of dissociating water containing catalytic 

traces of ions of such transition elements as titanium into 

hydroxyl  and other  free radical species.   As  noted above, 
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hydrocarbon fuel flames are strong emitters of UV radiation, 

and typically many transition metal oxides are present in most 

fire environments, and are found in significant concentrations 

in smoke particles. These metal oxide and other ionic species 

can generate electron holes under exposure to the Planck 

spectrum; as electrons tend to migrate to the surface in such 

particulates, these can readily be captured by water molecules 

which collide with semi-conducting species, thus forming the 

negative water ions, which then proceed to form the oxygen and 

oxygen containing radicals which are well known to facilitate 

combusion processes.   The heat of combustion could be also 

considered to provide pronounced enhancement of such 
dissociative processes. 

Thus, although there is no overall gain in energy due to 

the interaction of water, there can be very significant 

conversion of ultraviolet energy within the flame, under the 

catalytic effect of trace quantities of transition metal 

species in interaction with water to form hydroxyl and other 

oxygen containing free radicals, thereby facilitating the fire. 

In effect, large amounts of ultraviolet energy which would 

otherwise be radiated away from the fire zone can be converted 

to thermal energy for enhanced propagation of the flame front. 

As  an  important phase of this investigation,  we propose  to 

investigate the possibility that water mists can thus enhance 
the combustion process. 

Preliminary spectroscopic results recently observed at 

the University of Florida tend to confirm that the hydroxyl 

free radical population is substantially increased when steam 

is gently introduced into a lab-scale heptane pool fire. Soot 

formation was also substantially decreased, and the flame size 
was substantially increased. 
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RFSIG Target Model Integrated With the Joint Modeling and Simulation System (J-MASS) Environment 
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Department of Mathematics 
Athens State College 

Athens, Alabama 

Abstract 

As attested to in last summer's report, the J-MASS architecture is a relatively new modeling 

system designed to support engineers, model developers, analysts and decision makers. J-MASS is 

written in the object-oriented DOD-standard Ada language. It is designed to be transportable between 

different J-MASS compliant hardware configurations and to operate on workstations using a Posix- 

compliant Unix operation system. The current beta test site 2.0 J-MASS release provides almost total 

functionality through the system environment, allowing a user to log onto J-MASS and develop 

components, assemble them into models, configure a simulation scenario and place players within the 

scenario, execute the simulation, and analyze the results through post-processing. Currently, the 

WL/MNSH and WL/MNMF branches have tested the 3DOF missile code under the J-MASS architecture, 

and plans have begun for creation of the 6DOF code into the recommended architecture. 

My tasks this summer were to rewrite the statistical target model currently written in Fortran into 

Ada. Also, I worked on an Ada shell which allows for the passing of data from a fortran program to an 

Ada program. This involved such considerations as reading the Ada boolean "True" or "False" and 

converting it to the Fortran boolean "1" or "0" respectively. The reason for the writing of the shell was to 

provide a means for an already fortran program to function in conjunction with other programs written in 

Ada. If time permitted, I was to perform Monte Carlo analyses on data on a sun workstation. The 

analyses had been performed on a VAX system, but had not been attempted on a SUN workstation. 

The above tasks consisted of understanding of the statistical target model, programming in the 

Ada language, and a fairly good understanding of J-MASS. The first few weeks I spent studying the 

model, the next couple working on the shell, and the remaining weeks I devoted to writing, compiling, 

and debugging of the newly written Ada version of the statistical target model. The last task was carried 

out in two parts. First, the programs were written and compiled on a VAX system, and then the code was 

transported to a Sun workstation for compilation. 
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The Statistical Target Model in the J-Mass Environment 

Larry A. Beardsley 

INTRODUCTION 

My primary tasks as a researcher this summer were to gain a through understanding of the 

RF (radio frequency) statistical target model which will be referred hereafter as RFSTAT, and to create an 

Ada wrap around shell so that RFSTAT can be used in the J-MASS environment, and to rewrite the 

fortran target model into Ada. The purpose of a shell is to provide a means for programs currently written 

in Fortran to be useable in the J-MASS architecture which is written in Ada, the DOD standard language, 

without having to rewrite the Fortran program into Ada. 

There is a trade-off in having a Fortran program interface in a J-MASS environment (for a 

description of J-MASS see "The Integration of MOMS with MSTARS in the J-MASS Environment" by 

Beardsley[l]) via a shell which allows data to be passed back and forth from the Fortran program to the 

J-MASS environment. With the use of a shell, programs will usually run more slowly than they would if 

written in Ada. However, with the processor speeds of today, the additional time for a program to run 

using an shell interface may pale in comparison to the time it may take to reengineer a lengthy forrtran 

program into Ada. Therefore, careful thought should be given before deciding to rewrite current 

operational code into a new language. 

RFSTAT that I was requested to rewrite is not a lengthy program. It contains seven subroutines, 

which altogether rewritten will comprise about twenty pages of code, or about twice the length of the 

Fortran written version. The main hurdle I crossed was that of fully understanding the earlier fortran 

version and rewriting it with my minimal understanding of Ada. However, I am grateful to PhiPhi 

McGrath, who after already having done a conversion from Fortran to Ada, was willing to help rewrite 

the statistical target model into Ada. In reality, she did the majority of the writing on the Vax system, and 

my subsequent task became making it run on the SUN/IBM RS/6000 was to make it run in a Unix 
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1 What are the features of the model? 

(1) It can be used as a generic target with a specified radar cross section (RCS). 

(2) It can be used with measured data, suitably prepared, as an input. 

(3) The output results are dependent on actual antennae size. 

(4) The model correctly accounts for correlation between RCS and glint and also for correlation between 

vertical and horizontal glint. 

(4) The model accounts for signal time correlation based on target aspect angle rate. 

(5) The model is based on a model developed by TSI, Inc for the AFATL RFTS facility and modified 

Dynetics, Inc for a digital seeker simulation. 

2 Functional Description of the Statistical Target Subprogram 

The main driver of the statistical target subprogram determines the azimuth and elevation cross- 

correlation terms, glint bandwidths, and a cholesky decomposed covariance matrix. Also, the systems and 

control matrices for a second order butterworth filter are developed. The main routine initializes and 

settles the filter at startup and whenever the transmit frequency is changed. The two glints, mean azimuth 

and mean elevation, and the radar amplitude are calculated upon receipt of the filtered azimuth and 

elevation signals. 

(1) What is the function of the butterworth filter update subprogram? 

This subroutine generates 3 independent, complex random variates with user specified mean 

raleigh magnitude and uniform phase. The random variates are then modified by the elements of a 

previously computed matrix which introduces the desired correlation between the variates. The resultant 

complex variable represent the signals received from a far-field target by a 4 port-antenna interferometer. 

The necessary fourth signal is synthesized from the other three. A 2nd-order low-pass butterworth filter 

provides the spectral shaping of the correlated signal components. The glints and RCS bandwidths are 

controlled by making the filter cutoff frequency a function of aspect angle rates. In order to minimize 

filter drift this routine is called at the basic simulation update rate. When the cutoff frequency violates the 

nyquist interval, the filter is bypassed. This program calls the program "GAUSS", a gaussian random 

number generator. 
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(2) How does Gauss work? 

Except on the first call, "GAUSS" returns a pseudo random number having a gaussian (that is, a 

normal) distribution with zero mean and "sig" standard deviation. Therefore, the density is: 

F(x) = exp(-5.0*x**2)/sqrt(2.0*PI) if "sig" equals 1.0. 

The first call initializes "GAUSS" and returns zero. "GAUSS", in turn calls "RANU". It is 

assumed that successive calls to "RANU()" give independent pseudo random numbers distributed 

uniformly on (0,1), possibly including 0 but not 1. The method used was suggested by Von Neumannn, 

and improved by Forsythe, Ahrens, Dieter, and Brent. On the average there 1.3777 calls of "RANU" for 

each call of "GAUSS". The original name of "GAUSS" was "GRAND" and it was published in 

algorithm "488" in the collected algorithms from "CACM". 

(3) A description of RANU 

This function generates a uniform distribution of random numbers between 0.0 and 1.0. Before 

its use, the generator should be seeded. Any integer in the range from 1 to 2147483646 will serve as a 

good seed. The function is portable to any system that has a maximum integer value of 2**31 - 1 or 

greater. 
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Conclusions 

Several weeks of the summer were spent learning the basic theory of the statistical target model. 

I devoted two weeks considering how to write a shell for the fortran statistical target subprogram that 

would allow for the passing of data from an Ada routine to a Fortran routine. The remaining five to six 

weeks of the summer, I channeled my efforts toward rewriting the fortran code, main driver and all 

subroutines into Ada. This task was began by Ms. McGrath on a digital VAX system Her prior 

experience with the target model and Fortran to Ada reengineering gave me helpful support. As she 

wrote the routines, with some input from me, I compiled and debugged the programs on a UNIX based 

system. At the time of this writing, all of the routines but one had compiled on the VAX system. 

However, a supplementary report will be issued yielding the results of this task as well as the functionality 

of the Ada shell. 

A great deal has been learned in the time that I devoted to both studying to understand the target 

model, as well as understanding the Fortran version and time spent in its conversion. 

As previously stated, a shell may be useful for interaction between Ada and lengthy Fortran 

programs. However, for short programs reengineering Fortran to Ada is reasonable. Of course, all of this 

is taking into account that the current DOD standard language is Ada; therefore, many of the newer 

programs will be written in Ada from the start. 
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Abstract 

A novel method for density functional theory calculations was developed. The Kohn-Sham 
equations were solved entirely in coordinate space using a finite difference algorithm. The method 
employed the recently developed multigrid algorithm for solving both the Poisson equation and the 
electronic variational problem. Order of magnitude accelerations were obtained relative to solution 
on the finest grid alone. Numerical examples are presented for atomic problems. If the orbitals 
are localized, the method scales linearly with the number of electrons. Therefore, it holds promise 
for large scale ab initio simulations of materials. Future applications to computation of nonlinear 
optical properties are discussed. 
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MULTIGRID METHOD FOR LARGE SCALE ELECTRONIC STRUCTURE OF MATERIALS 

Thomas L. Beck 

Introduction 

Quantum chemical methods have become tools of routine use in both theoretical and experi- 

mental laboratories. One can now obtain software packages which perform accurate computations 

on relatively large molecules, and the computations can be carried out on desktop workstations in 

reasonable amounts of time. The methods and software required to carry out these calculations 

have been developed with thousands of years of total human labor, and the codes are now relatively 

efficient and user friendly. 

Several questions can be asked. First, why develop more efficient methods? Traditional quantum 

chemical methods are founded on basis set expansions of the electronic wavefunctions and solution 

of the Schrödinger equation via matrix methods. A fundamental difficulty is that the computer 

time required scales at least as severely as N3, and often (for the more accurate methods) as N4 or 

higher. Major advances have been made which allow computations for systems of 50 to 100 electrons 

on supercomputers (vector or parallel), but the scaling problem will ultimately prevent calculations 

on systems with thousands of electrons even accounting for any foreseeable advances in computer 

technology. 

Second, why do we need to do 06 initio calculations on systems with thousands of electrons? 

Many problems can be modeled quite accurately using effective potentials obtained from extensive 
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theoretical calculations and refinements based on experiment. However, there are a wide range 

of phenomena which require explicit inclusion of the electrons. Notable examples are: chemical 

reactions in liquids, electronic structure of disorderd solids, electron transfer reactions, and nonlinear 

optical properties of polymers. Each example requires explicit inclusion of a large number of electrons 

for an accurate treatment which transcends traditional use of model potentials. Even larger systems 

which will be treated fully quantum mechanically one day are interactions of solvent and solute 

molecules with segments of DNA strands and the fracture of metallic solids and alloys under stress. 

These kinds of problems are hopeless with existing electronic structure methods. 

My research this summer focused on the development of more efficient means of carrying out 

large electronic structure calculations. In the last twenty years, applied mathemeticians (led by 

Professor Achi Brandt of the Weizmann Institute) have developed a new approach to solving partial 

differential equations called multigrid which dramatically increases the convergence properties of 

iterative methods.1'2 I worked on the inclusion of multigrid for two aspects of the electronic structure 

problem. The first is the solution of the Poisson equation for an arbitrary distribution of charges. The 

second is for the solution of the quantum variational problem itself. I obtained preliminary promising 

results in my lab at the University of Cincinnati for one dimensional N electron problems. During 

my eight weeks at Wright Patterson Air Force Base, I wrote an extensive computer code to carry 

out a multigrid calculation which located the ground state electron density for many electron atoms. 

The results suggest that the multigrid method gives at least an order of magnitude acceleration of 

the calculation in relation to iteration on the finest scale. My findings imply that the multigrid 

approach holds promise for large scale ab initio simulations of materials. 
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The research was carried out in collaboration with Dr. Ruth Pachter. An interest of her research 

group is to calculate nonlinear optical properties of polymeric materials. It is our hope that the 

multigrid approach will lead to realistic calculations on large systems such as polymers in the presence 

of strong electromagnetic fields. 

Theory 

The underlying theoretical foundation to the electronic structure calculations described here is 

electron density functional theory(DFT).3"5 This theory has a long history dating back to the work 

of Thomas and Fermi on the electron gas. The theory was formalized by Hohenberg and Kohn and 

then turned into a viable computational method by Kohn and Sham. DFT has been the predominant 

computational method in solid state physics, and recently has become more popular in quantum 

chemical applications (in relation to say Hartree-Fock theory). One major advantage of DFT over 

Hartree-Fock (HF) is that the effective potential operator is local, although approximate, whereas 

in HF the exchange operator is nonlocal. Hence, the DFT calculations generally require much less 

computational effort while giving comparable accuracies for many molecular properties. Several di- 

rect comparisons have been made in recent years, and certainly there is room for large improvements 

in the computation of the important exchange-correlation energies in DFT. The important theme 

of DFT is that the ground state energy can in principle be computed from a knowledge of the one 

electron density, p(r). 

Kohn and Sham5 developed a useful numerical method by introducing one electron orbitals into 

the calculation; this procedure yields much more accurate kinetic energies than the relatively crude 
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Thomas-Fermi theory. Then, by solving a set of self consistent one electron equations, one can 

obtain the ground state electron density and hence the total electronic energy. A term in the one 

electron effective potential was added which includes contributions of both electron exchange and 

correlation, in an approximate way. Typically, it is assumed that this term of the potential is that 

for a uniform electron gas at density p(r). Exact numerical Monte Carlo results have been obtained 

for the uniform electron gas.5 Surprisingly, this approximation works well for a wide range of solid 

state and chemical applications. 

The Kohn-Sham total electronic energy can be represented as (we consider only doubly occupied 

states here): 

m r    r  l    l r 
E[Wi}] = 2 £ j # [-2 V2   4>idr + j ve//(r)/>(r)dr (1) 

where the ipi are the Kohn-Sham orbitals, the effective potential is: 

ve//(r) = v«t(r) + J iT^r^r' + v«(r). (2) 

and the electron density is: 

JV/2 

p(r)=2J2\Mr)\2. (3) 

Typically, the external potential is that due to the nuclei and the exchange-correlation potential is 
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computed at the LDA level. 

Iterative minimization of the energy is carried out by solving the following steepest descent 

equation: 

• 6E[{Mr))] _ n (4) 

subject to the constraints of orbital orthonormality: 

<Tii = jrl>i(ryrl,j(r)dr-6ij=0. (5) 

These constraints are enforced iteratively at each propagation step using the SHAKE method devel- 

oped for simulations of rigid molecules. (We are currently introducing more efficient and accurate 

methods for the minimization and orthogonalization steps, namely conjugate gradients and Gram- 

Schmidt, respectively.4) 

If one takes a functional derivative of Eqn. 1 with respect to V,- (r) and sets it equal to zero, 

the traditional self consistent one electron equations are obtained. These equations are typically 

solved by matrix methods. In our work, we rather minimize the total energy directly as described 

above. This procedure is the basis of the well known Car-Parrinello method,6 which incorporates 

plane wave basis states and uses repeated application of FFT methods to obtain rapid convergence. 

The basic problem with their method is that it still suffers from the N3 scaling problem since they 

represent the orbitals with completely delocalized basis functions. This causes the orthogonalization 
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step to scale as the volume cubed. 

The point of our work is to do all of the minimization directly in coordinate space, in which 

case we can exploit any possible localization of the orbitals. If the orbitale are localized, then 

we can surmount the N3 barrier. In addition, we can exploit the substantial efficiency gains and 

scaling properties of multigrid methods. With the inclusion of multigrid, the method scales in 

principle linearly with N. There have been several developments in recent years which essentially 

lead to propagation in coordinate space.7 To my knowledge, only two attempts have been made at a 

multigrid process for electronic structure.8'9 The first employed multigrid for the Poisson equation 

and the authors solved several one orbital problems.8 In the second paper,9 a multigrid approach 

was mentioned at the end of a conference proceedings paper; no details of the method were given, 

and results were presented for one orbital problems only. I believe the results presented below are 

the first application to a multi-orbital problem (the Ne atom, 10 electrons). 

Details 

First, we must represent the relevant equations (Poisson and Schrödinger) in coordinate space. 

The electrostatic potentials and electron orbitals are then represented simply by their numerical 

values on the cartesian grid. Then, the multigrid method is utilized to accelerate solution of both 

problems. The Poisson equation must be solved at each update of the orbitals to generate a new 

effective potential. Once the global minimum has been reached to within some tolerance the mini- 

mization process is terminated. 

In our work, we have used a nine point finite difference formula (in one dimension) to represent 
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the kinetic energy operator. Relatively high accuracy is required for this operator due to the strong 

and singular potentials near an atomic nucleus. 

The iterative process then proceeds as follows: 1) make initial guess at orbitals (orthogonal) 2) 

solve Poisson equation and generate effective potential 3) compute orbital 'forces' by applying the 

Hamiltonian in coordinate space 4) move the orbitals 5) reorthogonalize the orbitals 6) compute 

total energy 7) return to step 2. 

This process is solved first on a coarse scale. The solution is then passed to the next finer scale 

(grid spacing halved) by interpolation. These interpolated functions are then used as the initial 

state on the finer scale where a new set of iterations are begun. This whole sequence is called nested 

iteration, and is not a full multigrid cycle. The full multigrid is well-described in Ref. 1. We have 

written a full multigrid code for the Poisson equation and are currently adapting Brandt's FAS 

scheme for solving our minimization problem (with helpful advice from Prof. Brandt).2 We have 

observed linear scaling and rapid convergence for solution of large Poisson problems in 3-d periodic 

boundary conditions. The present results are nested interation results for atomic structure. Even 

with this limited form of multigrid, dramatic accelerations are observed; the full multigrid cycle 

should perform substantially faster. 

Numerical Results 

The majority of my research this summer was directed at writing a large-scale computer code to 

do calculations on realistic atomic systems. Then, I spent several weeks testing the code on several 

atomic problems which have been solved by other means in the literature. Here I will present only 
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numerical results which illustrate the method for the He and Ne atoms. The He atom is a one orbital 

problem and the Ne atom is a five orbital problem with all the complexity of a general ab initio 

calculation. The calculations were carried out on various Silicon Graphics workstations at Wright 

Patterson Air Force Base in collaboration with Dr. Pachter. 

Figure 1 presents the convergence behavior of nested iteration vs. iteration on the finest scale 

alone for the He and Ne atoms. Clearly the nested iteration yields large scale speedups on the 

convergence properties for both atoms. In addition, the grid method yields physically reasonable 

results for the total energy, namely within a couple of percent of accepted literature values. The 

absolute value of the total energy is likely off since we represent the nucleus as a slightly distributed 

charge. The largest concentration of charge is at the nucleus of course so errors due to the grid 

representation are largest there. However, for most quantities of interest (except perhaps NMR) the 

exact behavior at the nucleus is not crucial. For example, with Ne the 2 Is electrons carry on the 

order of at least 50% of the total atomic energy. The representation on a uniform grid is poorest in 

the core where much electron density is localized. Therefore, small errors can be expected in that 

region, while the second shell is accurately represented. Since this is where chemical interactions 

take place, the numerical results can be deemed acceptable. 

Figure 2 shows the radial density profile for electron density away from the Ne nucleus (47rr2P(r)). 

The grid method captures the shell effect as the Is core is clearly visible. Visual inspection of in- 

dividual orbitals shows that the Is, 2s, and 2p orbitals are obtained (using Gram-Schmidt orthogo- 

nalization). 
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Future Plans 

Currently we are improving the minimization procedures by employing Gram-Schmidt orthogo- 

nalization and conjugate gradients minimization.4 Both lead to substantial improvements over the 

current method. The next step is incorporation of the FAS scheme of Brandt et alJ We are now 

adapting our method for this full multigrid cycle. This method will be similarly tested on atomic 

many electron problems. Then a full scale simulation of a large system will be attempted. Our 

current plans are to minimize the total electronic energy of bulk silicon with an all electron calcula- 

tion. An advantage of our method is that it is very simple to adapt to periodic boundary conditions. 

The wavefunctions and electrostatic potential must only match on the boundaries. Therefore it is 

trivial to employ in one, two, or three dimensions. This circumvents the need for difficult Ewald 

summation methods say for surface problems. 

A second area concerns development of higher accuracy kinetic energy representations. To this 

end we are examining a new method of functional representation called Distributed Approximating 

Functionals(DAFs) developed in quantum dynamics.10 We are also exploring the use of adaptive grid 

methods for electronic structure.2 Since the electron density is often quite low in large regions of 

configuration space (for example in silicon the packing density is low), the grid should be adaptable 

to do work only where necessary. Multigrid is ideally suited for this problem, and corresponding 

methods have been developed in computational fluid dynamics. 

Our computational interests at this time are 1) nonlinear optical properties of large systems 

such as polymers. DFT has been used with the derivative methods to compute polarizabilities 

and hyperpolarizabilities of atoms and molecules.11 Our methods should extend the size range for 
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which these calculations are possible. 2) metal-solution and metal-polymer interphases. We are 

collaborating with Prof. F. James Boerio in our Materials Science and Engineering Department. His 

group makes SERS and IR measurements on polymer and self assembled monolayer ordering at metal 

surfaces. The metal-molecule interface is inherently quantum mechanical. To my knowledge, very 

few fully quantum mechanical simulations have been performed on these highly complex systems. 
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Figure Captions 

Figure 1. Convergence behavior for computation of the total energies of the He and Ne atoms. 
The energies are in atomic units and the 'time' merely gives the relative times for nested deration 

vs. fine scale iteration. 

Figure 2. The radial distribution function for the Ne atom. Distance is in A. 
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Diffusional    Creep    in    Metals    and    Ceramics    at    High    Temperatures 

Victor  L.   Berdichevsky 

1. Introduction. 

Predictions of mechanical behavior of solids can be roughly classified as 

short-term and long-term predictions. In short-term prediction, the behavior could 

be elastic or plastic dependingly on the level of stresses. For sufficiently low stresses 

solids behave elasticity. However, during a long time even for low stresses solids 

develop irreversible deformations. This phenonenom is called creep. Actually, solids 

creep even at zero external load. This is due to the fact that practically none of 

polycrystallin bodies is in thermodynamical equilibrium. Energy of a polycrystal 

can be decreased, for example, moving grain boundaries. This occurs in reality, but 

very slowly, by means of thermodynamical fluctuations. The rate of changes 

magnifize   significatly   by   elevating   of  temperature   and   applying   an   external   load. 

Two major mechanisms of creep are known: deformation created by motion of 

dislocations and by diffusion of vacancies. The typical deformation mechanism map 

is shown in stress-temperature plane on Fig. 1 [1]. Above the curve Y (high stresses) 

the dominating mechanism is dislocation motion, below Y (low stresses)deformations 

occur due to diffusion of vacancies. It is believed that for low temperatures, 

vacancies move mostly over the grain boundaries (Cobble creep) while for high 

temperature motion vacancies through the lattice dominates (Herring-Nabarro 

creep). Diffusional creep is the leading phenomenom in many technical processes at 

high temperatures. Superplasticity, sintering, void formation, occur mostly due to 

diffusional creep. The foundation of the theory of duffusional crepp was laid down 

by Nabarro [2], Herring [3], Cobble [4], and Lifshitz [5]. Extensive reviews of various 

aspects of the creep theory can be found in [1, 6-24]. At present, to the best of the 

author knowledge, only a linear version of the theory of diffusional creep exists, and 

even   the   linear   theory   has   some   gaps   which   does   not   allow   one   to   attack   such 
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problems  as  quantative  theory  of superplasticity.     The  aim  of this  paper  is  to  develop 

a    thermodynamically    consistent    theory    of    diffusional    creep    which    incorporate 

nonlinear    phenomena    such    as    grain    rotation    in    the    course    of    superplastic 

deformation.    The contents of the report is  as  follows.    In Section 2 a logic  scheme of 

the  theory   is  presented,   in   section   3   the  basic   kinematical   relations  are  discussed,   in 

section  4  time  derivative  of free  energy  is  calculated   and  it's  negativeness  is  used  to 

obtain   the   closed   system   of  equations.      Closed   system   of  equations   is   presented   in 

Section 5.     Future developments  are discussed  in  Section 6. 

2.       Logical   Skeleton   of   the   Theory. 

The    closed    system    of   equations    of   theory    of   elastic    bodies    consist    of 

equilibrium   equations   for   the   stress   tensor       a..    (Latin   indices   run   values   1,2,3; 

summation   over   repeated   indices   is   implied) 
3a „ 

" =0 Bxi ~u (2.1) 

(•) relation   between   stress   tensor   o..   and  tensor of elastic  strains   £,. 

O.j-V^ (2-2) 

relation   between   tensor   of   total   strains   e      and  tensor  of elastic   strains      e(.e)    and 

tensor  of  elastic   strains 

e, = e(
ö
e> (2.3) 

stating   that   all   deformations   in   the   body   are   pure   elastic,   and   kinematical   relations 

between   total   strains   and   displacement  veetor   wj 

i 

(2.4) 
eü = 

'9w,     9w.A 

v     J ) J 

If some  nonelastic  deformation occurs,  equation  (2.3) is no  longer valid.     It  should  be 

substituted   by   the   equation 

Sij^f + eir (2.5) 

where    e(|     is   tensor  of plastic   strains.      Since   six new  unknown  characterisitcs   ejp> 

appear  one  needs   six   additional   equations. 
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In  theory  of plasticity  and  theory  of creep  these  six   additional  equations  usually  have 

the   form 

e.P, = f..(e(
k
p,,ak) (2.6) 

i] ij \   km '    km ) 

where   dot   denotes   time   derivative. 

In   diffusional   creep,  kinematics   is   quite   special   (it  will   be  discussed  in   more  details 

below).     In diffusional  creep,  tensor of plastic  deformation is compatible,  i.e.  it can be 

expressed  in  terms  of some  "plastic  displacements"   w .p 

eü -^x.+ ax. J (2.7) 

So,  one  needs  in  three  additional  equations  for   w(.p).     Kinematical   reasonings  lead  to 

(p) 
the   relation  between   "plastic  velocity"   w.     and flux of vacancies 

. (P)    noc 
Wi   =D3x- (2-8) 

where c is volume fraction of vacancies and D is diffusion coefficient. So, the 

number of additional unknowns is reduced now to one: concentration of vacancies c. 

To   close   the   system   of  equations   one   needs   an   equation   for   c.      In   the   simplest 

situation  this  is just  classical   diffusion  equaion 

|? = DAC (2.9) 
at 

where  A   is Laplace's operator.    Equations  (2.1),  (2.2),  (2.4),  (2.5),  (2.7),  (2.8)  and (2.9) 

form  a  closed  system  of equations  of diffusional  creep. 

3.       Kinematics 

Consider a monocrystal  with  a  perfect  lattice.     Let it  occupy  some  region  V  at 

zero  stresses  and  some  temperature   T        If external load is applied and temperature is 

elevated then the crystal is deformed and occupy some region V. Region V, the actual 

state of the crystals depends on time because, as we assume the crystal creeps. If the 

crystal  is  unloaded,  it  occupies  a  region   V  .    Region  V     does not coincide  with   V0 

becasue the crystal gained some plastic deformation. Region V can be defined at 

each  instant by the thought process  of unloading.     It  is  assumed  that  in the  unloading 
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process temperature is also returned to the initial value TQ. Region V* depends on 

time t. 

Three states, initial, VQ, unloaded, V (t)( ancj actual, V(t), can be defined for 

any deformation of the crystal. Deformation cuased by the diffusion of vacancies has 

some specifics. In discussion of these specifics we assume that vacancies are not 

created inside the crystal and can come into the crystal only from its boundary. In 

reality, it is possilbe the bulk nucleation of vacancies by simultaneous production of 

a vacancy and an intersticial atom or by dislocation climb, but these processes are 

not considered here. They can be taken into account by a complication of the 

presented    theory. 

Consider a bulk flux of vacancies (Fig. 3a), which goes from one piece of 

boundary to anthter one. It corresponds to the flux of matter in opposite direction. 

Therefore, after some time one observes a deformed state shown on Fig. 3b. If the 

flux keeps going one would see after some time the deformed state of Fig. 3c. Fig. 3 

suggests   that   the   transition   from   initial   state   VQ   to   an  unloaded  state   V*    can   be 

described   by   some   displacement   vector   field:      each   point   of   initial   state   of   the 

material moves to some new position and there is one-to-one correspondence 

between  points  of   VQ and   V  _ 

Quite different situation we have for boundary flux of vacancies (or, that is the 

same, boundary flux of matter). In this case material from one piece of the boundary 

moves to another one along the boundary. The motion occurs gradually: first the 

upper layer of  V Q moves to the right side of the body, then the second one,  and so on 

(see Fig. 4). the major differences from the bulk diffusion is that material is highly 

mixed and particles which were close at the initial state may be far away from each 

other in the deformed state. If description of the bulk diffusion we may keep the 

notion of Lagrangian particle, for boundary diffusion it seems impossible. So, we 

have   to   construct   a   theory   which   does   not   use   the   major   assumption   of  continuum 
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mechanics:     existence  of material  (Lagrangian)  particles.     To  this  end  we  consider the 

following   kinematical   scheme   for   a   monocrystal. 

Let all three  region,   V     V     and  V  are  referred  to  some  Cartesian  coordinates 

X.       Coordinates   of   points   in    VQ,   V      and    are   denoted    by    X.,   y.    and    X. 

correspondingly.      If  boundary   diffusion   does  not  occur,   then   plastic   deformation  can 

be described  as one-to-one map   VQ «-> V  .     it is characterized by the functions 

y,=y,(V) (3.D 

We  have   a  usual  continuum   law  of motion.     We  may   introduce  plastic  velocity,  the 

velocity  of unloaded  state, 
dy.fx ,t) 

V(.p)=       V    ' (3.2) 

Plastic   velocity  may   be   considered   as   a   function   of  coordinates   y(   of the  unloaded 

state due to the mapping  (3.1). 

viPW,p)(yk,t) (3-3) 

Let  now the boundary  diffusion  takes place.     That means that the  region   "    \s 

deformed  not only  due  to  the  bulk  motion  (3.1)  but  also  by  the  mass  transfer at the 
(p) ° 

vicinity   of boundary.      Such  notion   like  velocity   V.     of a "particle"   Xk>   defined   by 

(3.2),  no  longer exists  in  the  entire   region   VQ   because   some   particles   disappear   in 

the   course   of   deformation.       However,   at   each   moment   one   can   define   velocity 

V(pYy  ,t)   (3.3)  in  the  region   V (t).      This   velocity   becomes   a   primary   kinematical 

characteristics  instead  of the  law  of motion   (3.1)  of classics  continuum  mechanics. 

To describe the evolution of the region   V (t)   due to  the boundary  diffusion  we 

introduced   the   velocity,   u,   which   is   the   rate   of   migration   of  boundary   in   normal 

direction.    Note, that   u * 0   for a rigid motion of the region V*.    Therefore, to bind u 

with  the  physical  process   of the  boundary   diffusion,  we  put  the  constraints  on  plastic 

velocity    V     ,   eliminating   rigid   motion: 

<vr'>^R>(yk,t)d3y = 0 (34) 
K   'V  (t) 
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< ! !_> = J_   I 
ty    3y,      v' 

V (t) 

avf'(y>.')   <(y-t) 
3y] 57: H'*=°       (3.5) 

In the process of boundary diffusion boundary velocity u is not arbitrary. It should 

obey the  law of conservation  of mass 

p0(1-c)u = VaJ
a (3.6) 

where p0 is the mass density of the perfect crystal, c is volume vacancy 

concentration, and J are the components of the surface mass flux. Although in 

applications c«l, we keep c in all relations in order to underline the physical 

origination   of   various   terms. 

It is assumed that boundary velocity u is the velocity of the boundary points 

when no bulk diffusion occurs. Therefore, the total normal velocity of the boundary 

poinst   is: 

u.c =v(
i
p)ni + u (3.7) 

Here nj are the components of the unit normal vector on the boundary 9V* of 

V* directed outward of the region V*. In accordance with (3.7), u is positive at some 

point A on 3V    if material  arrives  at A  and negative in the opposite case. 

Let us establish now the kinematical realtions between plastic velocity and the 

flux of vacancies. We assume that he crystal is the "mixture" of two substances: 

atoms and vacancies. Each one has its own velocity. Velocity of matter (atoms) is 

plastic velocity V,p , velocity of vacancies is denoted by U.. One might consider a 

piece of crystal lattice, a "representative volume of material," and think of V(.p) as 

average velocity of all  atoms  of this  piece 

v!P,= 7r5>a 
Na a    ' (3.8) 

Where   Na  is the number of atoms,   v"   is  the velocity ofa-th   atom   and   summation  is 

taken over all of atoms of the piece.    Similarly, 

U  = —Tu" 
'     Nvt  ' (3-9) 
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where   Na  is the number of vacancies and   Ua  is the velocity ofa-th    vacancy. 

Volume   average  velocity   is,   by  definition, 

»,-^lvr+iuj) (3.10) 

where N is the toal number of lattice sites 

N = Na + Nv (3.11) 

It follows from (3.8) - (3.11) that 

V. = (1-c)v(
i
P) + CUi (3-12) 

where  the  volume  fraction   of vacancies   is 

C = -j^ (3.13) 

Relation   (3.12)   holds   for   mixture   of   any   two   substances.      Now   we   have   to 

express in some way that we deal with diffusion of vacancies.    We may  assume that in 

the  process  of the  position  exchange  of  an  atom   and  a  vacancy  the  velocities  of the 

atom    and   the   vacancy    are   equal    in   the   magnitude   and   opposite   in   the   sign. 

Therefore,    V.   = 0  and  (3.12)  links the velocities of atoms  and vacancies.     It is clear 

that it is not necessary to put   V.=0;  one  might add  the motion  of the considered piece 

of material  as  a  rigid  body.     As   it  is  known   [25]   this  means  that  the  corresponding 

strain  rate tensor is equal to  zero 

for each yi and t.    The general solution of (3.14) is the velocity field of rigid motion 

v. = a.+ b..y. (3-15) 

where    3j and v-,i   are some constants,  and   b^ =   bjj. 

The  relation  (3.12)  can  be  rewritten  in  the  form 

V""=v-J-J. 
1 '      1 — C    ' 

U.=V.+ TTJ. fr. ,,. '        i     C    i (3.16) 

where     J.   is an arbitrary vector field.    Finally, (3.15) and (3.16) yield 
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v(.p, = a. + b..y.-=J-J. c 

ui = ai+bijyi + Tr^J (3-17) 

The   constants    a.   and   b..   can   be   found   in   terms   of  vector   J.    by   means   of  the 

constraints  (3.4),  (3.5).     These  constraints  can  be  rewritten  as 

a. + b.. < y > = -i- J—J—J d3y 
"    '        V     1-c   •   y 

v (3.18) 
h -   1    IT d     1     i       a     1     ."La 

There is another way to fix rigid motion of the unload state.    One might put   V. = 0   in 

(3.16).    Then 

v(p)
=r^J. 1 1-C    ' 

Ui = iJi C3.18') 

In  this  case  region  V*  will  move  in  space.     The  motion  of V*  is  determined  by  the 

diffusion  flux   J..     In particular,  the translational  velocity of this  motion is  equal to 

V 

We  choose  the  second   option,  because   it   simplifies  the  following  relations. 

Since    the    vacancies    can    be    generated    only    on    the    boundary,    vacancy 

concentraion   obeys   the   conservation   law 
9c     _3_        _ _ 
at + 3yk

cuk-ü (3.19) 

Similarly,   for the  flux   of matter 

ito-o+^-cw:'=o     (3.20) 

Equation (3.20) is a consequence of (3.19) because the sum of (3.19) and (3.20) is the 

identity due to (3.12) and (3.15). In accordance with (3.17), equation (3.19) can be 

rewritten    as 

3t + 8yk
_U (3.21) 

It is seen that   Jk has  the  sense of the  diffusion  flux  of vacancies. 
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The  deformed  state  is  obtained  as  a  result  of elastic  displacement  from  unloaded  state 

V* to the actual state V(t).    We have 

X.= y.+W. (3.22) 

It  is  natural  to  consider the  solution  of all  problems  in  the  coordinates  of the  actual 

state  X..    Therefore,  W . in (3.22) are assumed to be some functions of X.  and t.    From 

(3.22)   we   obtain   the   relation   between   coordinates   of  the   unloaded   state   y.   and  the 

actual state  X .: 

y,(xk.t)=
x.-w.(xK-t) a23) 

By    assumption,    functions    (3.23)    determine    a   one-to-one    correspondence   between 

V*(t)  and  V(t). 

Kinematical  relations  have  been  written  above  in  terms  of y-coordinatees.       We 

need to have one of them, the diffusion  equation  for vacancies  (3.15)  also  in terms of 

x-coordinates.     The  transformation  is  based  on  the   identity   [25] 

Note  that 

3yK 

det 

,3xj 

dX.. 

det 
3x: 

dym 
= 0 

3y, 
JL 
A 

(3.23) 

where 

A = de1 ay. 
ax. = det 5« --55T 

i 
(3.24) 

3xi |,   I, 
It is assumed that   A*0.    Derivatives   ^yk   will be denoted also by  Sk.    Matrix  ||Sk| 

9yk 

the  inverse  matrix  to  the matrix ax1 

ax'dy 
ay

k axj 

because 

k 
i        _if sk      3w 

= 5'm ^S'k^m -3^irJ-5m       (3.25) 
.1 

is 
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J 
Thus Sk are the certain functions of the displacement gradient which can be found 

from (3.25). For small displacement gradients in the first approximation Sj _ 8* in 

the   second   approximation 

k     k   ax*" (3'26) 

Lagrangian elastic velocity of particles caused by elastic deformation is defined in 

terms   of  displacement   vector  by   the   relations 

dt   +V(e)"^ir-V(e) (3.27) 

Equations (3.27) can be considered as the system of linear equations with respect of 

V(e).    Solution of this system has the form 

V'(e)=S'k        \*    } (3.28) 

Velocity V(e) is well-defined in the internal points on region V(t) but at the 

boundary the expression (3.28) it should be rectified because partial derivatives at 

the boundary points do not make sense since if point x belongs to the boundary at 

moment t, it might not be in V at moment t + A t. We assume that for X -> 9V the 

derivatives in (3.28) are understood as limit values on 3V derivatives found inside V. 

From (3.23) we have that for each vector   Jk 

^ = _a_^7i_j_^y!_a_A7i_l_a_AY 
3yk     3yk 9xj        A dx> dy*AJ " A 3xiAJ   (3.29) 

where 

9x' 

or 

J ~skJ (3.30) 

Finally,   we  have  for the  diffusion  equation   of vacancies 

3M£W]=0 (3.3., 
Now we proceed to dynamics. 
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4.       Free   Energy   Rate   of   Monocrystal 

We assume that temperature T is kept constant. Therefore, the relevant 

thermodynamical potential is free energy of the crystal F. We assume that free 

energy has  a volume density F per unit mass of the perfect lattice. 
F=   J PoFc|3x (4.1) 

V(t) 

Energy   density   F   is   supposed   to   be      a   function   of  the   gradient   of  elastic 

displacements,   vacancy    concentration    and   temperature 
9w. 

F=^wu,o,T),     wu3^f (4.2) 

Let us find time derivative of free energy.    We have 
dF 
dt 

= J(P°9w^Wi>t +P of If)3** IPoKvr,ni + v'rsi
mn' + u)d3x      (4.3) 

Here it is implied that the velocity  of the boundary   dV   0f the region V is the sum of 

(3.7)  and velocity  caused  by  elastic  motion.     After plugging  in  (4.3)  the expression for 
9c 
dt    from  (3.7)  and  integration  by  part  we  obtain 

d_F 
d 

3F  W     4 ,i 3  Po9F + AJ-^r-Vi^- dx 3xl   °3w'      ^ 9xj A 3c 
\j 

+ I{Poä^nl¥-3'"1P=H + PoKvS-n, + vrs>' + u)}d2x (44) 

To consider the constraints put by thermodynamics we have also to describe the 

power of external forces dA/dt. We assume that external forces act out on the 

boundary 3V of body V and have the surface density f . We accept allso the 

assumption that noraml external surface forces works on the total displacement 

while   tangent   surface   forces   work   only   on   elastic   displacement. 

^=J{f'vi« + f,n,(s^!y + u)}d,x (4J) 

av 

The   factors   S™ relates   to   the   fact   that   plastic   velocity   is   taken   in   y-space   while 

normal    n     is in x-space. 
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It  is   known   from   statistical   mechanics  that 
dF_dA 
dt     dt < 0 (4.6) 

Inequality   (4.6)   applied   to   the   expressions   for   ^   and    dT    yields   the   equilibrium 

equation 

0 
^j^aw1,.     " (4.7) 

(otherwise,    W,t   can be chosen in such a way that (4.6) is violated). 

To comply with (4.6) the diffusion flux can be chosen as 

,1        n'lA   9   Po3F 
J=-DA^T9^ (4-8) 

ij 

where    D    is a positive tensor of diffusivity. 

The  surface  terms  in  the  inequality  (4.6)  can  be  written  in  the  form 

Surface  terms  = 

fK3^-(5,
k-

w'Jn1v*
,,-n1P0|E + p0F(»>,+87O+u)-]  , 

>\ '< J-dx = 
"W'+vS'sD-f'n.u I 

3F 

I 
po^<-W'K)nr,^>','- + (po^«-<>1nk + P0F-fin,) 

(v'«'n^s>rn- + u)-poi^(6i
k-w',k)nink(srv'rn' + u)-A,f 

(4.9) 

' J 

d2x 

To  warrant the  inequality  (4.6)  one needs  to  put 

cy,n j = f, (4.10) 
J 

i 3F    / J j     \ _pi 
0'=P°3Wr(8k_W'k)+P°F5» (4.11) 

where   <J.   is  given  by  the  constitutive  equation 

3F 

'l 

It is seen from (4.10) that  S1.   play  the role  of the  component  of stress  tensor.     It can 

be  shown  that  equilibrium  equations   (4.7)   are  equivalent  to  the  equations   [25]. 
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3c1 
i 

ax1 = 0 

So, using (3.18') and (3.6) we obtain 

(4.12) 

fjr°nn-PoF 9FV gnn-PoF^     .«1.2,, 
Surface terms =   i{[    1_Q      -Po^JJni-      -|_c     V«J Jd X C4-^) 

After  integration  by  parts  the  second  term  the   surface  integral   takes  the   form 

Surface terms =   J {{    1_c°    - P0§JJn i + V"J I     ^     )\d X (4-14> 

To provide the negativeness of the surface integral we may accept the following 

boundary    conditions 

q"~P°F-pn-j£=-Xj'n.-XBj'n.    (4-15) 1-c        K°3c •      "     ■ 
where X>0,X is a positive tensor, and Xa obey the inequalities following from the 

positiveness   of  the   quadratic   form 

Xx2+2Xaxxa + X^xax* 

for all x, x a • 

Equations (3.6), (3.18'), (3.30), (3.31), (4.10), (4.11), (4.12), (4.15) form a closed system 

of equations determining the evolution of the stress state and plastic deformation in 

case  of diffusional  creep  of a  loaded  monocrystal. 

5. Linearization 

Usually,   elastic   deformation   e^     and  vacancy  concetraion  c  are  of order  10 

and  can  be  neglected  compared   to   the  unity,   while   for  free   energy   density   one   can 

use   the   quadratic   expression 

P0F=lAiikle<
i^

> + lA(c-co)
2+function of T (5.D 

ijkl 
where A are the Young moduli and C0 is the equilibrium value of vacancy 

concentration. The material constant A can be found from elementary statistical 

considerations    [1] 
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A=mc; <5-2) 

where m is the mass of one atom of the crystal. 

Kinematical  relations  (3.6)   and  (3.18)  take  the  form 

p0U = Vaj" 

v5P) = -J. (5.3) 

Matrix   [|s'k||   may   be  taken  equal   to   the  unit  matrix   if rotation   from   loaded  state  to 

unloaded   state   is   small.      We   write   the   following   equations   under  this   assumption. 

Since   s'k = 5k, we have  J. = J .. 

3C  ,   dS     n 

Besides 
J 

fo\   ~ ,>.,• ,->   iraw,.    aw 
9x 

'    o iiki #.,    iföw.     3w.^ 7 = 0,       0, = A<-e,.,. tj;,.1(_i + ^j(s.5) 

In accordance with  (4.8),     diffusion  flux  is  given by 

J' = -D"A3C 

3x' <5-6) 

In   the   boundary   conditions   (4.15)   F   may   be   neglected   compared   to    a    . 
ij 

Coefficient    A.D     has   the    dimension   of   length.       The   only    parameter   with   this 

dimension   in   (almost)   perfect   lattice    is   the   interatomic   distance   d.       Since   the 

characteristic   length   of  diffusion   process   is   supposed   to   be   much   larger  then   d,   the 
j)F 

term   lJJni   in  (4.15)  can  be  neglected  compared  to   Po^.     Note  that  at  the  singular 

points   like  the   points   of  high   curvature  of  the   boundary   surface   this   term   might  be 

essential. 

Coefficients    Xa    describe   the   appearance   of   surface   diffusion   due   to   bulk 

diffusion   and   the   inversed   effect.      In   first   approximation   this   effect,   probably,   can 

be neglected.     We obtain 
Gnn = A(C-C0) 

a aß 
J   =-D   Vßann (5.7) 
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where    D     is the tensor inversed to   A,^. 

_aß _ij        -.J] 
If  D   =0 and  D   = D8 We   come   to   the   system   of  equaitons   which  has  been   written 

down and studied for the first time by I. Lifshitz [5]. 

6.        Diffusional    Creep    in    Polycrystals. 

In  case   of polycrystals   the   differential   equations   remain  the   same,   and  one  needs  to 

establish   the   boundary   conditions   on   the   grain   boundaries. 

We  assume  that  the  surface   forces   are  continuous  on  the  grain  boundaries 

[o'Jn^O «-V 

Here and in the  following  [A]  means the difference of A  on  two  sides of the surface. 

Denoting  the  values  of A   on   each  side  by   indices  +  and  -   correspondingly,  one  can 

write 

[A]=A+-A- 

The normal  vector ni is directed, by condition, from the side + to the side -. 

We   assume  that  the  total  normal   velocity  on  both   sides  of the  grain  boundary 

conicide 

[v(.e) + v(.p)]n. + [u]=0 <6-2> 

As   to   tangent   velocity,    it   can   be   sliding   along   grain   boundaries,    and   tangent 

velocities  may  have  a jump. 

In   accordance   with   (4.9)   surface   terms   on   the   grain   boundary   -^     have   the 

form 

Surface  terms  = 

j((o,
I-p0F5i)+nIv«'-(o,

l-p0F 
!>d2x 

J        (6.3) 

This  expression  can  be  rewritten  in  the  form 
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Surface terms = 

d2x = 
l[+[PoKv(

n
e) + v(

n
p) + u)] 

= J {aLn,[v«-] - ann[v
(r + u]-[jnp0f ]- [poF(v<p>+ u)]}d2x 

(6.4) 

Different  boundary   conditions   can   be   consistent   with   the  negativeness  of  (6.4). 

(6.5) 

For 

the  law of grain  sliding one may  assume that 

Boundary conditions for the bulk diffusion depends significantly on the properties 

of the boundary. If diffusion occurs "indepently" on each side of the boundary, one 

may   put 

(6.6) 
CTnn - P0F 9F       _ 

1-c 

J^-D^V 
gnn - P0F 

1-c (6.7) 

If vacancy  flux  Jn   is  continuous  on  the  grain  boundary  then  (6.7)  should  be  replaced 

by   one   condition 

= 0 (6.8) 
ann-PoF_        3F 

po8c 1-c 

7. Future Developments 

The constructed equations seem describe adequately the diffusional creep in 

polycrystals. Using these equations one may attack such problems like study of 

superplastic deformation, void formation, constitutive equations of primary and 

secondary creep, etc. These problems are supposed to be considered during the 

Summer   Extension   Program. 
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Quantitation of Dissolved 02 in Aviation Fuels by 
Fluorescence Lifetime Quenching. 

Steven W. Buckner 
Assistant Professor 

Department of Chemistry and Geology 
Columbus College 

Abstract 

A new method for quantitation of dissolved molecular oxygen in aviation 

fuels is described. The approach is based on determination of the fluorescence 

lifetime of pyrene doped in the fuel at the ppm level. Oxygen quenches the 

pyrene fluorescence lifetime permitting the generation of linear calibration 

curves based on Stern-Volmer kinetics. The method is rapid, sensitive, less 

expensive than current methods, insensitive to thermal stressing of the fuel, and 

capable of on-line analysis and spatial profiling of oxygen concentration in fuel 

lines. Application to flowing fuel oxygen consumption tests demonstrates the 

technique. 
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Quantitation of Dissolved 02 in Aviation Fuels by 

Fluorescence Lifetime Quenching. 

Steven W. Buckner 

Introduction 

Advanced aircraft use on-board fuel as a coolant. This induces reaction 

between the fuel and dissolved oxygen. Oxidation leads to formation of insoluble 

products and deposits within the aircraft fuel system. In order to develop 

rational solutions to.the problem of deposit formation, an understanding of the 

oxidation of these fuels under conditions of high temperature and low oxygen 

concentration is neces«ary[l]. One of the difficulties in this area is the 

determination of oxygen concentration in the aviation fuel. The concentration 

of oxygen in air saturated fuels (the starting point for the oxidation reactions) 

is on the order of 70 parts per million[2]. Thus, limit of detection is an 

issue. The techniques of choice currently employ gas chromatography (GC), with 

gas chromatography/mass spectrometry (GC/MS) often used due to its combination 

of selectivity and sensitivity[2,3]. However, there are drawbacks to this 

approach. First, the oxygen must be separated from the fuel prior to its 

introduction to the column. Any fuel reaching the column destroys its 

efficiency. Second, GC is slow and does not allow study of rapidly time-varying 

signals. Third, GC is necessarily performed off-line which prevents in-situ and 

spatially resolved experiments. Finally, GC methods, and GC/MS in particular, 

are relatively high cost techniques. It would be most desirable to supplement 

the GC technique with an optical spectroscopic probe of molecular oxygen[l]. 

Spectroscopically, molecular oxygen is difficult to study in solution[4]. 

It does not absorb in the infrared and its electronic transitions are far in the 

UV where organic solutions absorb strongly. 02 has a Raman allowed transition, 

but this is not typically the technique of choice for trace analysis. 02 also 

has a unique ESR signature, but the expense and low sensitivity of this technique 
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prohibit its use for this application.  An alternative optical approach is to 

use the oxygen concentration dependence of the fluorescence of pyrene. 

Oxygen efficiently quenches the fluorescence of pyrene due to the energy 

match between the singlet-triplet gap in 02 and the energy of the first excited 

singlet state of pyrene[5]. Variations in oxygen concentration result in 

variations in the oxygen-pyrene collision frequency which change the total 

fluorescence quantum yield and the lifetime of the excited state. Thus, both the 

quantum yield and the lifetime exhibit an inverse oxygen concentration 

dependence. Instrumental ly, it is a simpler task to measure the total 

fluorescence intensity, which may be converted to a quantum yield. Previous work 

has shown this approach to oxygen determination to be intractable in fuels. The 

amount of pyrene added to the solution must be precisely controlled. Also, if 

pyrene is consumed (or produced) during the oxidation of the fuel, the total 

fluorescence intensity will show variations which are not related to oxygen 

concentration. However, the lifetime of the excited state of pyrene (within 

certain limits) is independent of the amount of pyrene present, circumventing the 

above problems. Here we present a summary of the application of pyrene 

fluorescence lifetime quenching to the determination of oxygen concentration in 

aviation fuel. 

Experimental 

All fluorescence measurements were made on a home-built fluorimeter 

described below. A block diagram of the instrument is shown in Figure 1. 

Excitation of samples was accomplished using a N2 laser (Laser Sciences VSL- 

337ND) with an output power of 300^ j/pulse, a pulsewidth of 3 nsec, and a 

maximum pulse rate of 20 Hz. A small portion (4%) of the pump beam is split off 

with a glass flat into a photodiode (Texas Instruments TIED-56) which is fast- 

wired to yield a 200 psec risetime[6]. The output from the photodiode initiates 

data acquisition by a LeCroy 9354 digital storage oscilloscope. Typical 

fluorescence decays have time constants of 20 to 300 nsec. After the glass flat 

the pump beam is focussed into a sample cuvette. The fluorescence emission from 

the sample is collected and passed through an ND=3 neutral density filter due to 
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the intense fluorescence from the pyrene. A glass filter is used to reject 

direct scatter of the laser beam. The fluorescent photons are directed onto an 

RCA 931A photomultiplier tube which has been fast-wired to yield a rise-time of 

"1.3 nsec[7]. One hundred fluorescence decay curves were averaged for each point 

on the calibration curves shown in this work. 

The fuels used in this work include POSF-2827, POSF-2980, and POSF-2926 

(all Jet A aviation fuels) and 2818 (a JP-7 fuel). Isooctane and cyclohexane 

were obtained from Fisher Scientific and Mallinckrodt, respectively, and used 

without further purification. The pure hydrocarbons did not produce any 

detectable fluorescence. The fuels and hydrocarbons were doped with 10 to 23 ppm 

(w/w) pyrene, which was purchased from Kodak and also used without further 

purification. Fuels and hydrocarbons with varying amounts of dissolved oxygen 

were prepared by sparging the solution with mixtures of air and nitrogen. The 

oxygen concentrations in these solutions were determined using GC/MS (Hewlett- 

Packard Model 5988 with a Model 5980 GC) with selected ion monitoring of the m/z 

=32 ion. The determination of 02 in fuel by GC/MS has previously been described 

in detail[3]. 

The on-line studies were performed with the near-isothermal flowing test 

rig (NIFTR) in which air-saturated fuel is pumped through a fuel line maintained 

at or near the Jet operating temperature and pressure (185 C for this study). 

The fuel lines in this study included both stainless steel and coated stainless 

steel. After the heated section, the fuel flows through one meter of stainless 

steel tubing in which it rapidly returns to room temperature. No further oxygen 

is consumed in this region. The oxygen concentration is then obtained by gas 

chromatography (Hewlitt Packard 5980) using a previously described technique[3]. 

For the fluorescence lifetime determination, the fuel then passes through a 

quartz flow cell with flat faces. The output from the nitrogen laser is focussed 

into this cell for excitation. The fluorescence intensity decay is monitored as 

described above in the static flow cell experiments. 
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Results 

kinetic model 

Before discussing the results it will be illustrative to consider the 02 

quenching kinetics. After photoexcitation of a molecule A (A = pyrene in this 

study), the excited state A* may decay by fluorescence with a rate constant kf or 

be quenched by oxygen with a rate constant kq[Q] (where Q = 02 in this 

A + photon >  A*    (kf) >     A + photon 

— (kq[Q])-->     A + Q* (1) 

study). The overall first order rate constant k, for reaction (1) is given in 

equation (2).  The integrated rate expression for the decay of excited states 

k. = kf + k„[Q] (2) 

[A], = [A]0exp(-k,t) (3) 

of A is given in equation (3). A single excited state will show a simple 

exponential decay. From equation (2) it is clear that determination of the rate 

constant for the decay of the excited state at a series of oxygen concentrations 

should yield a straight line. In all of the work presented here we will use the 

lifetime (T) for the decay of the excited state CC=l/k). Equation (2) can be 

expressed using the lifetime of the unquenched excited state (X. o) and the 

lifetime of the excited state at a concentration [Q] of quencher (^q) as: 

[Q] cro)/crq) +1 = (to)/ <r.) <4> 

where 

1/<T.) = k. (5) 

Equation (4) is termed the Stern-Volmer equation[5]. All calibration curves will 

be presented as in equation (4) with (To)/(T.) plotted versus [02] . 

model systems 

Cyclohexane and isooctane were studied first as model systems. Figure 2(a) 

shows the decay of fluorescence intensity as a function of time for a 9 ppm 

solution of pyrene in cyclohexane after sparging with nitrogen. Figure 2(b) 

shows a linearized version in which the natural logarithm of the fluorescence 

intensity is plotted. The lifetime may be obtained by directly fitting the 

exponential decays; however, we found it most useful to linearize the data and 
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Oxygen Quenching of Pyrene 
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use a least squares approach to determine the lifetime. Figure 2(b) clearly 

yields a single exponential over at least two orders of magnitude in fluorescence 

intensity. This was typical for all of the pyrene decays we observed. The 

effect of oxygen quenching is shown in Figure 3(a). The lifetime of pyrene in 

isooctane clearly decreases with increasing [02]. Figure 3(b) is a Stern-Volmer 

plot for oxygen quenching in the pyrene-isooctane system. Good linear behavior 

is observed. Figure 3 can function as a calibration curve for the determination 

of [02] in isooctane. 

pure aviation fuel 

Before considering the lifetime quenching of pyrene in aviation fuel, it 

is useful to consider the intrinsic fluorescence of the fuel. There are many 

native fluorophores in the fuel, some of which will be quenched by the presence 

of oxygen. Using the native fluorescence of the fuel would circumvent the need 

for pyrene addition to the fuel. 

The time-resolved fluorescence of pure nitrogen sparged POSF-2827 appears 

in Figure 4(a). The decay is a logarithmic plot of the fluorescence intensity. 

This sharply contrasts with the results in Figure 2(b) for the pyrene-cyclohexane 

system. The POSF-2827 "linearized" decay is clearly not linear. In fact, there 

appears to be a virtual continuum of fluorescence lifetimes (each linear portion 

of the decay corresponds to a different lifetime). This arises from the large 

number of fluorescent species in the native fuel. Each fluorophore has a 

different lifetime. Thus, it is impossible to assign a single lifetime to the 

decay, and it is extremely difficult to fit the data even qualitatively with less 

than three lifetimes. A second difficulty with the fluorescence properties of 

the pure fuel is illustrated in the oxygen quenching plot of the fluorescence of 

pure POSF-2827 shown in Figure 4(b). Note the very short lifetimes of the 

unquenched system. This results in a compression of the range of lifetimes and 

a correspondingly narrow dynamic range. With the variance associated with data 

for each decay, this would result in a large uncertainty for determination of the 

oxygen concentration (assuming a meaningful set of lifetimes could be obtained). 
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From this it is apparent that the intrinsic time-resolved fluorescence of the 

fuels is not useful for oxygen quantitation. 

pyrene-doped fuels 

Now we return to pyrene addition to the fuel. The pyrene fluorescence 

intensity at a level of 10 - 20 ppm in cyclohexane and isooctane is greater than 

the intensity of the native fuel fluorescence. This, coupled with the much 

longer fluorescence lifetime of pyrene relative to the pure fuel, should result 

in pyrene dominated fluorescence at long lifetimes. This is born out in the 

results in Figures 5(a) and 5(b) for the time-resolved fluorescence of the POSF- 

2827 fuel containing " 20 ppm pyrene. The natural logarithm of the decay of 

fluorescence intensity with time is clearly linear. The lifetimes show a broad 

range from air saturated to fully unguenched giving good precision to the 

results. It is also visible to the eye that fluorescence of the pyrene 

containing fuel is more intense. The pyrene could probably be decreased in 

concentration to the 2-3 ppm level without diminishing the quality of results 

significantly. All these data were collected with a neutral density filter which 

reflects "99% of the fluorescence intensity away from the detector. The pyrene 

addition solves both problems associated with the lifetime behavior of the native 

fuels: the narrow dynamic range and the multi-exponential behavior. 

A series of Stern-Volmer plots for the oxygen lifetime quenching of pyrene- 

doped fuels (all doped at 17-23 ppm pyrene) is shown in Figure 6. Good linear 

behavior is observed for all four fuels. These calibration curves were used in 

the on-line flowing fuel studies discussed below. 

A final consideration is the effect of thermal stressing on the lifetime 

behavior of the pyrene-doped fuel. As discussed in the introduction, thermal 

stressing of fuel results in oxidation and consumption of some of the pyrene so 

that steady-state fluorescence intensity measurements cannot be employed for 

oxygen quantitation. From equation (3) it is apparent that the rate constant for 

decay of the excited state is independent of the initial concentration of the 

excited state. (At much higher concentrations self-quenching and exciplex 

formation complicate the simple model shown in reaction 1.)  This 
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Pyrene in Aviation Fuel Stern-Volmer Plots 
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Effect of Thermal Stressing on Pyrene 
Fluorescence in POSF-2827 
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is demonstrated by the data in Figure 7.  The stressed fuel has been doped with 

20 ppm pyrene and has passed through the NIFTR consuming of all the oxygen for 

the initially air-saturated fuel.  The stressed and unstressed systems show 

identical oxygen quenching behavior when reoxygenated. 

flowing rig studies 

After demonstration of the viability of this approach to oxygen 

concentration measurements we applied this method to flowing fuel simulations. 

In the flowing fuel studies the fuel is pumped through a heated tube which 

simulates a jet fuel- line. The pyrene is added to the fuel prior to the 

reaction. The fuel reacts with the initially dissolved oxygen. There are no 

headspaces in the system so further absorption of oxygen cannot occur. By 

varying the flowrate of the fuel through the tube it is possible to vary the 

residence time of the fuel in the tube and, hence, the reaction time at high 

temperature. The concentration of oxygen as a function of flowrate is measured 

to yield an oxygen consumption plot. The current method of oxygen measurement 

is gas chromatography (GC). The difficulties associated with this technique were 

discussed earlier. In order to test the validity of the fluorescence method we 

placed an optical cell in-line with the GC. It is important to emphasize that 

the fuel has returned to room temperature prior to the fluorescence and GC 

measurements. The fluorescence lifetime is dependent on temperature, which must 

be controlled. 

The results of the oxygen consumption experiment are shown in Figure 8. 

The agreement between the fluorescence and GC results is excellent. Even the 

structure on the decay curves (which reflects passivation effects of the reactor 

tube surfaces) is accurately reproduced. Also, the addition of pyrene does not 

appear to affect the rate of oxygen consumption. This suggests that the addition 

of pyrene to the fuel in trace amounts for diagnostic purposes does not affect 

the oxidation characteristics of the fuel. This point deserves further study. 

One final point concerns the need for an external calibration curve. The 

Stern-Volmer plots of (TToJ/Cf,) shown earlier were used as calibration curves 

for the data in Figure 8. However, a two point on-the-fly calibration curve can 
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be generated. All the Stern-Volmer plots we obtained are linear, and accurate 

measurement of the air-saturated and fully unquenched lifetimes would be 

sufficient to define the calibration curves. By measuring the fluorescence 

lifetime of the fuel at the slowest flowrate, at which all oxygen is consumed, 

and then measuring the lifetime of the air-saturated fuel, a two-point 

calibration curve may be obtained. A comparison of the two-point fluorescence 

calibration method with GC is shown in Figure 9. The agreement between the gc 

and fluorescence data, though not as good as for the full calibration curve, is 

still good. Thus, under conditions in which an external calibration curve cannot 

be generated, this technique is still extremely useful. It is important to note 

that the GC technique also relies on a one-point calibration curve and the 

uncertainty in each of the data points in Figures 8 and 9 are + 5 % absolute. 

Summary 

Fluorescence lifetime quenching of pyrene by oxygen has been demonstrated 

as a viable technique for determination of oxygen concentration in aviation fuel. 

Though the intrinsic fluorescence of the fuel shows oxygen quenching effects, the 

time-resolved behavior of the pure fuel fluorescence is sufficiently poor to 

prevent its use as a diagnostic. Addition of trace amounts of pyrene overcomes 

this problem, and a Stern-Volmer kinetic approach gives good results in both 

static and flowing rig studies. The advantages of lower cost, non-destructive 

in-situ monitoring, shorter measurement time (by a factor of 100), and 

capabilities for spatially resolved and rapidly time-varying measurements make 

this new technique a very attractive alternative to current Chromatographie 

approaches. 
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DEVELOPMENT OF AN ACTIVE DYNAMOMETER SYSTEM 

James J. Carroll 
Assistant Professor 

Department of Electrical and Computer Engineering 
Clarkson University 

Abstract 

In this paper, we describe the experimental development of a 

prototype computer controlled dynamometer system (i.e., an active load) 

which can produce arbitrary desired load torques for machines and drives 

testing. The dynamometer system consists of an arbitrary motor under 

test which is rigidly coupled to a load dynamometer motor. An advanced 

motion controller is then designed for the dynamometer motor such that 

it presents desired load dynamics to the motor under test. The control 

algorithm is implemented using a digital signal processor based data 

acquisition and control system. The nonlinear control approach is based 

on an integrator backstepping technique and facilitates the application 

of a broad class of high-performance dynamometer motion controllers. 
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DEVELOPMENT OF AN ACTIVE DYNAMOMETER SYSTEM 

James J. Carroll 

I. Introduction 

The More Electric Aircraft (MEA) concept emphasizes the utilization 

of electrical power as opposed to hydraulic, pneumatic, and mechanical 

power for optimizing aircraft performance and life cycle cost [1] • 

Studies have shown that the MEA concept, with its long term goal of 

producing an All Electric Aircraft, yields a significant increase in 

aircraft reliability, maintainability, and supportability. A 

significant challenge to the MEA concept is its increased dependence on 

electric motors for servo and variable speed drive applications. MEA 

applications, such as (i) flight control and utility actuation, (ii) 

compressors for cooling aircraft subsystems, and (iii) pumping fuel and 

lubrication, require reliable high power density machines and drives 

with ratings from a few horsepower to a few hundred horsepower. For 

example, hydraulically driven flight control actuators could be replaced 

by electric motor driven actuators, gearbox driven lubrication and fuel 

pumps could be replaced by electric driven pumps, and pneumatically 

driven compressors for environmental control systems could be replaced 

by electric driven compressors. These MEA applications motivate the 

development of high performance motor drive systems with advanced motor 

controls for induction, permanent magnet, and switched reluctance 

machines. In addition, it motivates the development of sophisticated 

test equipment which can be used to verify the performance of proposed 

MEA systems. One such piece of equipment is an active dynamometer. 
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An active dynamometer (i.e., a computer controlled user-definable 

load), is an attractive concept for many reasons. Such a device could 

be used by motor drive manufacturers for the rapid design and 

implementation of motor controllers for a wide variety of machines and 

drive applications, such as MEA. The computer controlled dynamometer 

would eliminate the need to connect the motor/drive under test (MUT) to 

an actual load for performance test purposes. This would greatly reduce 

the motor drive manufacturer's expense and allow the motor drive to be 

tested under a wide variety of anticipated conditions. The potential 

"dual use" market for this type of device is clearly indicated by a 

recent Small Motors Manufacturers Association report of over one billion 

dollars in annual motor sales [2] , a figure which represents only 207. of 

the North American fractional horsepower motor market. 

Although the concept of a user defined load is not new, the type of 

dynamometers currently available on the market are only capable of 

simulating desired steady-state load torques. These devices typically 

consist of simple pony brakes, generators, or eddy current/magnetic 

particle brakes; therefore, they are not capable of accurately 

simulating some of the most commonly encountered industrial loads. 

Excluding the inertial components, typical dynamic loads can be divided 

into three main categories: (1) torques which are a function of time, 

(2) torques which are a function of load position, and (3) torques which 

are a function of load speed. The first class of torque profile is 

commonly produced by devices such as mixers, rolling mills, flying 

shears, and conveyors. The second class of torque profile is produced 

by piston based devices such as compressors or pumps. The latter class 
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of torque profile is commonly produced by devices such as fans, blowers, 

and centrifugal type compressors and pumps. MEA applications encompass 

all of the categories noted above. 

The proposed active dynamometer consists of two rigidly coupled 

machines: a motor under test (MUT) and a dynamometer motor, which 

combine to form a common inertial load. In general, the MUT is driven 

by some form of servo control algorithm which is designed to meet 

specific performance objectives given an anticipated (i.e. desired) load 

torque, and is completely independent of the proposed dynamometer 

control system. As such, the dynamometer control algorithm must 

actively servo the dynamometer motor in such a way that it presents a 

desired load torque to the MUT without affecting its servo performance. 

This implies that the closed-loop response (i.e., position, velocity, 

acceleration, and current), of the MUT-dynamometer system will be the 

same as the response obtained when MUT drives the actual desired load. 

The proposed device would facilitate accurate performance testing of 

even complex mechanical loads and load profiles, such as those 

encountered in MEA applications. 

This paper describes the experimental development of a prototype 

active dynamometer system which was constructed at the Vright 

Laboratory. The prototype construction uses a permanent magnet brush dc 

motor for the dynamometer actuator which is controlled by a 

state-of-the-art digital signal processor (DSP) based data acquisition 

and control (DAC) system, as shown in the block diagram of Figure 1. 

The completed dynamometer system will facilitate two levels of motor 

drive testing: (1) accurate computer simulation of the proposed MUT 
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controllers under desired load torques and (2) the real-time control of 

the MUT servo control algorithm under a simulated desired load which is 

provided by the dynamometer system. The word simulated is used to 

stress that for all intents and purposes, the MUT is experiencing the 

desired load torque profile, but that this load torque is being provided 

by the dynamometer actuator under some form of advanced computer 

control. 

II. The Prototype Dynamometer System 

The dynamometer system consists of two individual machines (i.e., a 

MUT and the dynamometer motor), which are rigidly coupled together as 

shown in the upper portion of the dynamometer system block diagram of 

Figure 2. In order to simplify the analytical controller development 

for this prototype system, two machines with linear electrical dynamics 

[3] were selected. The machine on the left-hand side of Figure 2 is a 

separately excited brush direct-current (SEBDC) motor, and it serves as 

the MUT. The machine on the right-hand side of Figure 2 is a permanent 

magnet brush de (BDC) motor, and it serves as the dynamometer actuator. 

For notational convenience, we shall subscript all references to the MUT 

with a 1, and all references to the dynamometer motor (DYNA) with a 2. 

For modeling purposes, the MUT is assumed to be excited with a constant 

field current. Given this, the dynamic model of the dynamometer system 

can be written as shown [4] 

Jq + Bq = Tt +  r2, (2.1) 
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rt = ^lv (2-2) 

r2 = - K2I2, (2-3) 

L^ +  R^ + Kxq = V1, (2-4) 

L2I2 + R2I2 + K2q = V2, (2-5) 

with the auxiliary parameter definitions 

J = [J1  + J2],   and  B = [Bt + Bj, (2.6) 

where J-, B-, K-, L-, and R- represent the coefficients of rotor 

inertia, viscous damping, electromechanical torque coupling, winding 

inductance, and winding resistance associated with each motor, 

respectively. The variables q, r-, I-, and V- refer to the position, 

torque, current, and voltage associated with each motor, respectively. 

Note, a "dot" is used throughout the development to designate a 

differentiation with respect to time. 

III. Problem Definition 

To be a practical device, a computer controlled dynamometer must 

present a desired load torque rd(q,q,q) to the MUT in such a way that it 

ensures an accurate servo response (i.e., position, velocity, 

acceleration, and current), given an arbitrary class of MUT controllers 

(i.e., voltages V2).  The MUT should therefore reproduce the servo 
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response obtained when driving an actual load torque rd(q,q,q). This 

implies that the control action taken by the dynamometer motor to 

produce rd(q,q,q) should not affect the servo performance of the MUT. 

It also implies that the MUT does not require any information about the 

dynamometer system in order to drive the desired load torque rd(q,q,q). 

Given these criteria, the control objectives can be stated as follows: 

(1) design a voltage level controller V2 such that the dynamometer motor 

presents a desired load torque rd(q,q,q) to the MUT, and (2) structure 

the control design such that the MUT controller (i.e., voltage VJ, is 

independent of the dynamometer dynamics and controller. 

IL Dynamometer Controller Development, 

To develop the dynamometer control algorithm, we use an integrator 

backstepping  technique [5,6] which allows us to directly specify the 

dynamometer motor voltage. The approach facilitates the development of 

a wide variety of dynamometer controllers, such as embedded computed 

torque, robust, or adaptive controllers, depending on the amount of 

information available on the dynamometer system (i.e., MUT and 

dynamometer motor).  For purposes of this discussion, we assume exact 

knowledge of the entire dynamometer system and construct embedded 

computed torque controllers for both the dynamometer motor and the MUT. 

These controllers will theoretically yield a globally uniform asymptotic 

stability result for the MUT trajectory tracking error and the 

dynamometer load torque tracking error given full-state measurements. 

If we select desired load torque dynamics to simulate windage as shown 
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in [4], then we can specify an embedded voltage controller V2 of the 

form 

V2 = R2I2 + K2q (4.1) 

LjK^i - <t>] [- w - K^ + vt] - LtL2w2 + r2j/2 + rgSaj/^ity). 

where all terms are explained fully in [4]. 

V. MUT Controller Development 

The control design is structured such that the MUT control voltage 

Vp can be specified independently of the dynamometer controller. In 

fact, we are free to design V. as if we were actually driving the 

desired load torque rd(q,q,t), in this case simulated windage. Assuming 

exact knowledge of the entire dynamometer system as noted above, we can 

specify an embedded computed torque controller (i.e., trajectory 

tracking) for the MUT, as shown 

Vj = R^ + Ktq + TlVl + Kxr (5.1) 

+ L, Ji(dt^M+ a<y+ t2Cd4 + si ■ v^+ To^&+ a^' ^ /K V 

where all terms are explained fully in [4]. 

Remark 5.1 

Since the proposed MUT controller requires knowledge of the system 

acceleration q, the signal must be generated on-line by the dynamometer 

controller (see the lower block of Figure 2), using the procedure 

described in [4]. 
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VI. System Simulation 

The proposed prototype controllers of (4.1) and (5.1) were 

simulated using the measured motor parameters values given in Appendix B 

of [8], and a commercially available numerical integration software 

package for PC compatible computers called Simnon [7]. Since these 

results were qualitatively similar to those obtained in [4], they are 

not repeated here for brevity. 

VII. The Experimental Setup 

The prototype dynamometer system consists of the following key 

components: (1) an IBM AT compatible 33MHz 386PC, (2) a digital signal 

processor (DSP) board, (3) an analog to digital input board, (4) an 

encoder interface board, (5) a digital to analog output board, (6) two 

Hall-effect current sensors, (7) a pulse width modulated (PWM) power 

amplifier, (8) a linear power amplifier, (9) a separately excited (SE) 

brush dc motor (which serves as the MUT), (10) a permanent magnet (PM) 

brush dc motor (which serves as the dynamometer actuator), and (11) 

assorted electronics interfacing and hardware. 

As noted in Section I, the prototype dynamometer system can be 

broken up into two distinct parts: (i) the dynamometer teststand, which 

consists of a MUT and a dynamometer actuator rigidly coupled together, 

and (ii) the digital signal processor (DSP) based data acquisition and 

control (DAC) system. A close-up photograph of the prototype 

dynamometer teststand is shown in Figure 3(a), and the complete 

prototype dynamometer system, including the PI, is pictured in 

Figure 3(b). 
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The MUT, pictured on the left-hand side of Figure 3(a), is a 

salvaged SE dc motor with ratings of 24 Vdc at 9.0 A. The dynamometer 

actuator, pictured on the right-hand side of Figure 3(a), is a PM Baldor 

Model M4070 dc motor with ratings of 100 Vdc at 9.2 A. The dynamometer 

actuator is also equipped with an encoder and a tachometer for position 

and velocity measurements, respectively. The encoder has 500 counts per 

revolution and the tachometer outputs 7 Vdc per 1 KRPM. Both the MUT 

and the dynamometer motor were fully parameterized for control purposes 

using a standard Magtrol Absorption Dynamometer. The results of these 

tests are summarized in Appendix B of [8]. 

Power is supplied to the dynamometer actuator (i.e., the PM motor), 

by a Copley Control Model 261V PVM power amplifier. This sophisticated 

device has an 81 KHz PVM carrier frequency and is capable of true four 

quadrant operation (i.e., ±50 A at ±350 Vdc). The effects of PVM 

switching noise are minimized using a 13 KHz low pass LC filter at the 

amplifier output. As a result, the device looks for all practical 

purposes, as if it were a linear amplifier. The amplifier was adjusted 

to provide a noninverting voltage gain of 4 V/V with 0.0 Vdc offset, and 

an output voltage limit of ±32 Vdc. The amplifier is supplied via a 

Hewlett Packard HP6477C adjustable dc supply with the bus voltage set at 

100 Vdc, the crowbar overvoltage protection set at 150 Vdc, and the 

current over limit set at 20 Adc. The bus is fused with a 20 A solid 

state fuse. For user safety, the bus has an analog volt meter for 

visual inspection of the bus voltage and a user selectable dump network. 

The dump network consists of a 16 fi resistive load which can be switched 

across the PVM supply while simultaneously opening the supply bus. This 
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insures that all energy is completely drained from the PVM amplifier's 

internal 3,000 fl capacitor bank. Power is supplied to the MUT (i.e., 

the SE motor), by a Kepco linear power amplifier (model number not 

available), which is capable of supplying +6 A at ±40 Vdc at bandwidth 

of approximately 2 KHz. The amplifier was adjusted to provide an 

inverting voltage gain of -4 V/V with 0.0 Vdc offset. The amplifier 

input/output cabling and connections are completely described in 

Appendix B of [8] 

The motor currents are measured indirectly using Microswitch Model 

CSSLB1AH Hall-effect sensors. These devices output a voltage which is 

linear with respect to the measured current, at frequencies from DC to 

125 KHz. The current and tachometer signals must be properly 

conditioned so that they can be interfaced with the DAC hardware. The 

signal conditioning circuitry was built using an internally supplied ±12 

Vdc protoboard with added screw terminal connectors for input and output 

connections. The control signal inputs are via cabling described in 

Appendix B of [8]. These circuits were designed to scale, offset, and 

when necessary clip, the control measurements (i.e., MUT current, DYNA 

velocity, and DYNA current), to the ±2.5 Vdc signal level required by 

the Analog Input Board. This is accomplished for each channel using the 

opamp based circuit shown in Figure 4 (see Appendix B of [8] for a 

component listing). Note, the solid state devices in the opamp feedback 

path are precision adjustable shunt regulators which function as zener 

diodes. These diodes act to protect the Analog Input Board from 

possible overvoltage by clipping the opamp output at ±3 Vdc. 

The DAC's central nervous system is a DSP Processor Board (Spectrum 
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Signal Processing, Inc.), which also serves its computational engine. 

This board consists of the following key components: a central 

processing unit (CPU), local memory, a PC interface, and a parallel 

expansion bus. The processor is a TMS320C30 DSP chip which contains 

both integer and floating-point arithmetic units, 2048 * 32 bit words 

(8K bytes) of on-chip RAM, 4096 * 32 bit words of on-chip ROM, a control 

unit and parallel/serial interfaces. The CPU operates from a 33.3 MHz 

clock and can achieve 16.7 million instructions per second (MIPS) with a 

peak arithmetic performance of 33.3 million floating-point operations 

per second (FLOPS). Two memory areas are provided off-chip two 

supplement the 2K word RAM on-chip. These memory areas are divided up 

into 64K words of zero wait state memory and 64K words of one wait state 

memory. The board is compatible with IBM AT class computers using a 

full 16-bit ISA interface. Access to memory passes through dual porting 

hardware on the TMS320C30, and interface throughput is limited only by 

the speed of the PC and its software. The TMS320C30 dual port interface 

includes an address counter for block transfers and hardware to transfer 

between the 16-bit AT bus and the 32-bit DSP bus. Interrupts from the 

PC to the TMS320C30, and vice-versa, are also supported. A parallel 

expansion system is provided as a memory-mapped peripheral area via a 

50-pin connector. It has a 16-bit width and follows a standard DSPLINK 

arrangement. All of the DAC boards communicate with each other via this 

high speed, parallel link which is independent of the PC's ISA bus. 

Transfers over this link use 2 wait-states to achieve a 180 nsec 

transfer cycle which is suitable for ribbon-cable connection to the 

peripheral DAC boards described below. 
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A 32 Channel Analog Input Board (Spectrum Signal Processing, Inc.), 

provides the DAC system with 32 analog input channels multiplexed to a 

fast (3 /isec), 12-bit analog to digital converter (ADC). All 32 

channels have input buffering and a first order loss pass filter to 

reduce unwanted high frequency noise. The channels are arranged in four 

groups, with all channels in a group being sampled simultaneously. Each 

channel has an input voltage range of ±2.5 Vdc. A 16-bit counter can be 

programmed to provide a regular sampling rates up to a maximum of 100 

KHz per channel. All control and data transfer is via the 50-pin 

DSPLINK connector to/from the DSP Processor Board. External connections 

to the 32 channels of ADC input are made via a 37-pin Type D connector. 

A DS-2 I/O Board (Integrated Motions Inc.), is a two axis data 

acquisition and control module consisting of 2 channels of DACs, 2 

channels of ADCs, four bits of digital input and output, and two 

channels of quadrature decoding (i.e., shaft encoder interface). The 

quadrature decoders are based on the Hewlett Packard HCTL-2016 chip. 

The Phase A and Phase B encoder inputs are at TTL logic levels. The 

maximum frequency on either channel is 2 MHz (i.e., if both channels are 

switching at 2 MHz then the position is changing at 8 MHz, giving a 

maximum axis velocity of 8,000,000 encoder counts per second). Since 

the HCTL-2016 has a 16-bit internal counter, a maximum of ±32,767 

encoder counts can be stored before over/under flow occurs (note, this 

determines the minimum required sampling period for position updates). 

All control and data transfer is via the 50-pin DSPLINK connector 

to/from the DSP Processor Board. External connections to the two 

channels of quadrature decoding are made via a 37-pin Type D connector. 
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A 16 Channel Analog Output Board (Spectrum Signal Processing, 

Inc.), provides 16 digital to analog channels (DAC), each consisting of 

a double buffered 12-bit DAC, a 2nd order programmable analog output 

filter, and a buffer amplifier. The output voltage range for each 

channel is +8.188 to -8.192 volts using an internal reference voltage. 

All control and data transfer is via the 50-pin DSPLINK connector 

to/from the DSP Processor Board. External connections to the 16 

channels of DAC are made via a 37-pin Type D connector. See Appendix B 

of [8] for a complete listing of all DAC hardware settings and 

connections. 

The software used to implement the proposed DAC system consists of 

the following key components: (i) Matlab, a windows based analysis 

environment from MathVorks, Inc., (ii) user developed C-code which 

executes the desired control algorithms on the DSP board, and (iii) a 

user developed C++-code PC control environment which provides an 

interface between Matlab and the DSP board. The control environment 

allows the user to write, load, and run the C-code programs on the DAC 

system, as well as, perform data analysis within Matlab. 

VIII. Experimental Results/Conclusions 

We have initiated the development of a prototype active dynamometer 

system at Wright Laboratory. The prototype system will be capable of 

producing arbitrary desired loads for machines and drives testing. A 

control algorithm has been designed for the prototype dynamometer system 

which can presents desired load dynamics to MUTs. A test servo control 

algorithm has been implemented on the prototype teststand, to 
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demonstrate basic DAC functionality. Once software development for the 

DAC system is completed, we will be able to implement the proposed 

dynamometer controller and verify the simulation results experimentally. 
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Figure 4: A Schematic Diagram of the Signal Conditioning Circuit 
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Least-Squares Finite Element Methods for Incompressible Flow 
with Zero Residual for Mass Conservative Law 

Ching Lung Chang 
Associate Professor 

Department of Mathematics 
Cleveland State University 

Abstract 

This report contains two parts. In part one, a numerical method for least-squares finite element method 

(LSFEM) which enforces mass conservation, and the corresponding mathematical analysis is presented. In 

part two, a LSFEM for Stokes flows with multiple fluids is developed. 

During the last few years, people have tried to find a new method for simulating incompressible flow 

without being subjected to the inf-sup condition, to which end LSFEM has been developed. In this work it 

was found that in simulating the flow about a cylinder moving along the axis of a narrow channel using the 

LSFEM in the vorticity-velocity-pressure form, the mass conservation law was not satisfied everywhere in 

the domain. During the Summer of 1994, Captain John Nelson and I developed a restricted LSFEM using 

the Lagrange multiplier which insure that the mass is conserved everywhere. 

In the second part, a LSFEM is developed to simulate flows involving multiple fluids. For multiple 

fluid flows, not only the body equations governing the flow, but also conditions of continuity of velocity 

and stress across the interface separating the two fluids must be satisfied. Unlike the Galerkin method, the 

conditions for continuity of stress must be explicitly added to the LSFEM. In the mutiple fluid LSFEM, the 

condition for continuity of stress are viewed as restrictions and are added to the standard LSFEM in the 

stress-velocity-pressure form by using Lagrange multiplers. We present the results of using this method for 

a test case simulation. 

This work was performed with Captain John J. Nelson in the Wright Laboratory WP AFB, 1994 
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PART ONE 

Least-Squares Finite Element Method for the Stokes 
Equations 

with Zero Residual of Mass Conservation 

Ching Lung Chang 

In this research the simulation of incompressible flow in 2 dimensions by the least-squares finite element 

method (LSFEM) in the voticity-velocity-pressure version is studied.   In the LSFEM, the equation for 

continuity of mass, equations of-momentum and a vorticity equation are rrdnimized on a descritization of 

the domain of interest.  A problem is these equations are minimized in a global sense.  Thus this method 

may not enforce that divu   =   0 at every point of the discretization.  In this research a modified LSFEM 

is developed which insures near zero residual of mass conservation, i.e. divuh, is nearly zero at everywhere 

of this discretization. This is accomplished by adding an extra restriction in the divergence free equation 

through the LagTange multiplier strategy.   In this numerical method the inf-sup, or say Babuska-Brezzi, 

condition is no longer neccesary and the matrix resulting from applying the method on a discretization is 

symmetric. The uniqueness of the solution and the application of the conjugate gradient method is also 

valid. Numerical experience is given by simulating the flow of a cylinder with diameter 1 moving in a narrow 

channel of width 1.5. Results obtained by the LSFEM show that mass is created or destroyed at different 

points in the interior of discretization. The results obtained by the modified LSFEM show the mass is nearly 

conserved everywhere. 
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1    Introduction 

During the last decade , many mathematicians and engineers have studied the least-squares finite 
element methods (LSFEM) for the incompressible Navier-Stokes equations, e.g. [2], [4], [6], [7], [10], 
[13], [14], [16], [17]. In these methods, a functional is defined which measures the error between any 
solution which may exist in the denned space, and the continuous solution to governing equations 
of motion. For example, the functional defined for the general LSFEM in the vorticity-velocity- 
pressure formulation for Stokes flow is 

ALL) =|| «y + px - h Ho + II -«, +Py - h Ho + II curl« - w ||g + || divu ||2, (i.i) 

where w is the vorticity and is defined in §2. The member of the space which minimizes this 
functional in the space gives the approximated solution to the governing equations. These methods 
release the divergence free restriction. Therefore equal order finite element spaces can be applied for 
the test and trial function spaces. The advantages of the LSFEM are that the continuous piecewise 
polynomials can be used for test and trial functions without being subjected to the saddle point 
condition; and the corresponding matrix of the linear systems is symmetric and positive definite. 
This allows the use of efficient schemes to solve large systems. 

In many cases the application of velocity boundary conditions plays the crucial role in the 
successful simulation of incompressible flows. Recently Pavel Bochev and Max Gunzburger [6] 
presented a mesh-dependent least-squares finite element method. In this method they formulate a 
weighted least squares functional: 

J\U) =|| w„ + Px - h \\l + || -w, +Py-f2 \\l +h-\\\ curl« -07)12 + || div« ||g). (1.2) 

A theoretical analysis by the theory of ADN [1] shows the mesh dependent LSFEM is optimal 
for the simulation of flows with velocity boundary conditions. For example, after one defines a 
finite element space of piecewise quadratic polynomial functions for the velocity u, and piecewise 
linear polynomial functions for u and p, the approximated solution Uh which nnnimizes (1.2) is 
the approximated solution of the Stokes problem which is of optimal order. 

In order to test the practical applicability of the LSFEM, several authors have used this method 
to simulate the flow in a driven cavity [3], [5], [13], [14]. All calculations present reasonably good 
results. In this research, we are going to test the general and mesh dependent LSFEM in the 
velocity-vorticity-pressure formulation [6], [10], [14], [17] by simulating a cylinder of diameter 1 
moving along the centerline of a narrow channel of width 1.5. The centerline of the channel is along 
the x coordinate axis. If the cylinder is moving with speed 1, by mass conservation the average 
value of Ul (x-component of velocity) along a vertical (x = constant) line connecting the top of 
the cylinder and the nearest wall should be 3. Our calculations using the above methods give an 
average value of about 0.8, i.e. neither of the above methods ensures that mass is conserved in 
each element in our calculation. The cause of this problem is felt to be in the LSFEM the error is 
minimized on a global scale, allowing errors of significant size to remain on a local scale, especially 
m areas which the gradients of the variables are of significant size. These areas are the places of 
most interest. In this paper we modify the general LSFEM for the Stokes problem so that the 
method nearly conserves mass at every point. This is done by adding an extra restriction to this 
method (a restricted LSFEM) which ensures that the equation for conservation of mass is satisfied 
in every element. 
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2    The Least-Squares Method in the Vorticity-Velocity-Pressure 
Formulation 

In this section we present an overview of the LSFEM in the vorticity-velocity-pressure formulation. 
We assume ft is a bounded and connected domain in 2-D with a polygon boundary T. Let / € 
[I2(ft)]2 be a given function of body force. The Navier-Stokes problem can be presented as: 

—vAu + u • gradu + gradp = / in ft 
divu = 0 in ft 
u = UQ on T, 

(2.1) 

where u, p with /fi p = 0 are velocity and pressure, all of which are assumed to be nondimension- 
alized, and UQ is a given function on T. The parameter v is the inverse of the Reynolds number 
3?. The velocity-vorticity-pressure version has the following form if we introduce the vorticity, u> = 
curl it, 

x/curlw + u • gradu + gradj» = / in ft 
curl« — oj = 0 in ft (oo} 
dlvu = 0 in ft ^ ' ' 
u = UQ on T. 

In this paper we restrict our attention to the Stokes problem with velocity boundary conditions. 
Without loss of generality we assume we have a homogeneous boundary condition as: 

(2.3) 

curlw + gradp = / in ft 
curltt — u> = 0 in ft 
divu = 0 in ft 
u = 0 on r 

This system can be written in a matrix form as 

LU = AJJ^ + BUy + CU_ = F, 

where £ = (u,u,p)T,F = (/i,/2,0,0)T and 

(2.4) 

A = 

0 0 0     1 ' 
0 0 -1   0 
0 1 0    0 
1 0 0    0 

B = 

0     0 1 0 " 
0     0 0 1 
-1   0 0 0 
0     1 0 0 

c = 
0 0 0     0 
0 0 0    0 
0 0 -1   0 
0 0 0     0 

(2.5) 

We calculate det(£yl + rjB) = (£2 + T/
2
)
2
, which is always positive for any non-vanished pair 

(£,77), so that the linear system is elliptic. In [6] the authors prove that if we apply piecewise 
quadratic polynomials for u, and piecewise linear polynomials for p and w the mesh dependent, 
weighted LSFEM achieves optimal rates of convergence for all of the 4 unknowns in H\ and Li 
norms. 

We require some spaces on ft and T. The standard notations of the Sobolev spaces and their 
associated norms will be employed throughout this paper. We let Hm(ti) denote the Sobolev space 
of functions having square integrable derivatives of order up to m over ft. We define the norms by 
\\u\\m — (-u5,")m- arid the inner product in Jrm(ft) is denned as 

(tt,t>)m=   E   l9""-0"" (2.6) 
|a|<m 

9-5 



We also define the space for our problem, 

S = {V € [Hl(ti)]4;    «i,t*2 = 0 on T and   / p = 0}, (2.7) 

where V_ = (ui,u2,u,p)T = (ui,u2,U3,u4)
T. We will use finite dimensional subspace Sh C S of 

functions to approximate our solutions. The parameter h, which represents a mesh spacing, is 
used to indicate the approximation property of Sh. For example, if we define Sh to be the space 
consisting of continuous piecewise quadratic functions in ft, the approximation property shows: For 
every V € S n [#2(ft)]4, there exists Vh € 5A such that 

h\\V-V% + ||Z-ZA||o < CA3||Z||a, (2.8) 

where the positive constant C is independent of V_ and A. 
We construct the least-squares quadratic functional: 

J(V) = f(LV-F)- (LV - £) for V € 5. (2.9) 

The least-squares method reads: Find U_ € 5, such that 

^(i0 < ^(10 for any V € 5. (2.10) 

If there is £ € 5 which minimizes J(V) for any V € 5, or say J(£ + eV) > J(U) for any V € 5 
we can easily to have: 

J LU-LV = J F-LV       for any £ € 5. (2.11) 

Similar to (2.11), if U_h minimizes (2.9) in the space 5A, we have the corresponding finite 
algebraic equations 

J^LUh • LVh = J £• LVh       for any Vh € Sh. (2.12) 

If the basis for Sh is chosen to be the piecewise quadratic polynomial, we can see that (2.12) is 
equivalent to a symmetric and positive definite linear algebraic system. 

3    Numerical Test Case for General LSFEM 

In order to test the practical applicability of the LSFEM, we ran a numerical test case using the 
functional (1.1) with piecewise quadratic elements. The same test case was run using the mesh 
dependent weighted LSFEM of the functional (1.2) using piecewise quadratic elements for ux and 
u2, and piecewise linear elements for u and p. For our test case we chose the phenomenon of a solid 
cylinder with diameter 1 moving with constant speed 1 parallel to the wall of a channel with width 
1.5. (Fig.l) The domain is defined as a rectangle with corners (3, 0.75),(-1.5,0.75),(-1.5, -0.75) and 
(3, -0.75). The center of the cylinder is on the origin. 
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ü=l 

Figure 1. Problem setup. 
We chose triangles as our elements. The triangle vertices and the midpoints of the triangle 

faces were chosen as the nodes for the quadratic basis functions. In our test case the domain was 
subdivided into 2,262 triangles with 3,485 faces and 4,708 nodes. There are four unknowns at each 
point except at the boundary points and the points on the cylinder where there are 2 unknowns 
since ux and u2 are given. Instead of setting /fl = 0, we set p - 0 at the point (3,0). Figure 2 
shows the grid which was used for the test case. 

Figure 2. Grid used in test case simulation. 

3.1    Test case simulation using general LSFEM 

We set itx = 1 and u2 = 0 at each point on the outer boundary, and set u\ = u2 = 0 on the surface 
of the cylinder. We also set p = 0 at the point (3,0) to ensure there is a unique solution for the 
pressure (equivalent to fQp = 0). Piecewise quadratic functions were applied for all 4 unknowns 
at each node. Equation (1.1) was minimized in the finite element space 5A, which had 18,095 
elements. 

We assembled the linear system by the formulation (2.11). A sparse square matrix with dimen- 
sion 18,095 x 18,095 was generated. Only the non-trivial entries of this matrix (with tolerance of 
10-5) were stored using upper storage by row. A double precision, smoothly converging variant of 
the conjugate gradient squared method was used to solve the system. Figures 3 and 4 show velocity 
vectors and level contours of u\ for the calculated solution using the LSFEM. 
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Figure 3. Velocity vectors for solution of test case using LSFEM. 

outer boundary (u = l) 

Figure 4. Level curves of u\ for solution of test case using LSFEM. 

3,2    Test case simulation using mesh dependent LSFEM 

In our test case simulation with the mesh dependent LSFEM of [6], we used the space defined in [6], 
i.e. S was defined to be «1,1*2 € H1 with piecewise quadratic polynomials in each element, and 
u,p € H1 were represented by piecewise linear polynomials is each element. The same boundary 
conditions and grid that were used in the simulation using the general LSFEM were used for this 
simulation. There were a total of 11,125 elements in the finite element space Sh. 

After minimizing (1.2) with h = 0.1 in the space 5A, the resulting linear system was solved 
using the conjugate gradient method. After 4,000 iterations, the relative error || Ax - b ||o / || x \\Q 

was less that 10~8. Figures 5 and 6 show velocity vectors and level contours of u\ for the calculated 
solution for our test case using the mesh dependent LSFEM. 
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s 
Figure 5. Velocity vectors for solution of test case using the mesh dependent LSFEM. 

outer boundary (u=l) 

Figure 6. Level curves of ux for solution of test case using the mesh dependent LSFEM. 

Upon inspection the numerical results for both simulations look fine. All of the dynamic equa- 
tions, the vorticity relation equation and the mass conservative equation are minimized globally. 
But if one pays attention at some special points, for example, at the points between the solid wall 
and the top point of the cylinder, one finds that the value of ui is 1 at the solid wall and reduces 
steadily to 0 at the cylinder. Since the flow at the entrance, x = -1.5, and the outlet, x = 3.0 has 
speed 1, the average speed between (0, 0.5) and (0, 0.75) should be 3, but the numerical results 
from both simulations show that the maximum value of ux is 1.0, and the average value of ux along 
the above mentioned line is about 0.8 (see figure 9). At this region the mass conservative law has 
broken down totally and this region could be the very interesting part of our application. The 
result shows that the simple LSFEM can not be applied to similar problem directly. 

4    Zero Residual for Mass Conservative Law 

In [3] and [4], boundary conditions were considered as constraints and Lagrange multipliers were 
used to introduce the boundary conditions into the formulation of the problems they were studying. 
For the LSFEM, the mass conservation property is critical, so that we wish to enforce /fi.(-^- + 

^) = 0 in each triangle. We will view the mass continuity equation as a constraint [3], and 
use the Lagrange multiplier method as a natural means of incorporating the constraint within the 
LSFEM statement of the problem without any special weighting. The restricted LSFEM is then: 
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Find U% € 5/i, such that 

subject to the condition: 

J(j£) < J(Vh)       for any Vh € S\ 

i rd«J , du% 
for i = !,-••, £, 

(4.1) 

(4.2) 

where £ is the total number of elements and for our test case £ = 2,262 (the number of triangles). 
Here 5A is defined the same as was in §3.2, i.e. ui,u2,u>,p e H^iü) with piecewise quadratic 
polynomial representations for ux and u2 and piecewise linear polynomial representations for w and 
P- 

An equivalent formulation of this problem is: find the vector function U% € Sh which minimi^ 
the expression 

J*QLh,IJ) = \ Ju(LVh - F) ■ (LVh -£) + //• AV\ (4.3) 

for all Vh € S\ and £. Here /£ = (/ii,/i2, • • •,^n)T, »ad AF* is a linear vector functional defined in 

Sh with £ elements, the ith element of which represents the numerical integration of JQ (^ + ^) 
in the ith triangle. ' y 

Taking the first order variation of Je with respect to Vh and /£ respectively, and setting SJe = 0 
leads to the weak statment: Find U% € Sh and A such that 

J(iLU^-LVh + XT.AVh + nT-AU^ = J LVh ■ F       for any Vh € S* and any b        (4.4) 

where A = (Ax, A2, • • •, A<)T. The restricted LSFEM then has n more unknowns than the standard 
LSFEM for the same discretization, which for our test case means there are 11,125 + 2,262 = 13,387 
unknowns using the restricted method if we let U% and V_h be represented by piecewise quadratic 
polynomials for u\ and u2 and piecewise linear polynomials for w and p. 

One can check that the linear algebraic system resulting from the restricted method is symmet- 
ric, as is the case when the standard LSFEM method is used. Furthermore we can prove that this 
linear algebraic system is so-called pseudo-positive definite, which we explain in the following. The 
restricted LSFEM generates an extended linear algebraic system as: 

X 

A = 
'A   B' 

BT    0 A = 
" b ' 

(4.5) 

where A is a symmetric positive definite matrix with dimension of n x n, B is a matrix with 
dimension of n x £, b, A, bj are vectors with dimensions of n, t and £ respectively, and b( is 
formed by the velocity boundary conditions ux = 1 at the outer boundary when the matrix BT is 
assembled. 

From the first n equations in (4.5) we have 

Ax + B A = b, 

so that 

x = A-1(b-BX). 

Also from the last £ equations we have 
BTx = bj. 

Combining the above two expressions, we obtain 

BTA~1BX = BTA-1b-b£. 

We can prove the matrix of BTA~lB is also symmetric and positive definite. 

(4.6) 

(4.7) 

(4.8) 

(4.9) 
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Lemma 1: If A is positive definite of dimension nxn and B is a matrix with dimension 
of n x £, and if By_ is non-trivial for any non-trivial vector y with dimension £', then 
BT A~XB is positive definite. 

[Proof] For any equation Ax = 6, if b is a non-trivial vector, then x is also non-trivial, and 
vice versa. Since A is positive definite, xjAx = xjb > 0 for any non-trivial x. We then have 
bj A~xb = bjx > 0, so that A-1 is also positive definite. 

For any given non-trivial vector y with dimension £, 

T A-l/ yfiB'A^B)^ =  {ByyA-\By)>0 (4.10) 

Therefore the linear algebraic system of (4.5) has a unique solution if the matrix A is positive 
definite and if B is defined as in (4.2). O 

Theorem 1: The linear algebraic system (4.5) in which A and B are defined by (4.4) 
and (4.2) has a unique solution. 

[Proof] From the definition of matrix B in (4.4), each column represents the numerical integra- 
tion of JQ div(u) in each triangle ft,-, so the column vectors are linearly independent. Therefore, 
the rank of B is £, since £ < n. Then for any non-trivial vector jr, By is non-trivial. Combining 
the above lemma, the proof follows. □ 

It is easy to check that the extended matrix Ae defined by (4.5) is still symmetric, but no longer 
positive definite. Since A is symmetric and positive definite, the solution of (4.5) is equivalent to 
locating the minimum of the quadratic problem 

dn (±£TAi + ^HTBTi + ±iTBn - fb - ib^j , nun 
«■ 

(4.11) 

where £ and £ are vectors of dimension n x £. The above equation is equivalent to 

M 
T 

Ae 
[* 1 \{] 

T 
' b ' 

.£. ä ä bt 
(4.12) 

Therefore the common conjugate gradient method can still be used to solve the system (4.5). 
Figures 7 and 8 show the solution of our test case simulation using the restricted LSFEM. 

Figure 7. Velocity vectors for solution of test case using restricted LSFEM. 
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outer boundary (u=l) 

Figure 8. Level curves of ux for solution of test case using the restricted LSFEM 

The numerical results after solving this linear system show that the divergence of the velocity 
Ssiiilfc + ifr) is less than 10-4 in each triangle. In checking the mass conservation in the region 
we examined earlier, we draw a line from (0, 0.5) and (0, 0.75). The average velocity normal to 
the line is 2.96. Figure 9 shows profiles of ux calculated along the above mentioned line using the 
mesh dependent weighted LSFEM and the restricted LSFEM. 

0L7SI 

Figure 9. Profile of ux along a vertical line connecting the top of the cylinder and the nearest wall 
using the mesh dependent weighted LSFEM and the restricted LSFEM. 

The equation /n.(^- + ^2.) = 0, for i = 1, • •.,/ does not mean the flow is divergence free at 
each point but at the center of each triangle. As we mentioned in §3.1, there are 11,125 degrees of 
freedom totally for the general LSFEM. After adding the divergence free restriction at each center 
of each triangle, the number of degrees of freedom will reduce, but the reduced freedom will not 
influence the global results since a divergence free solution at each point is the result as Ä -»• 0. 
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Part 2: Least-Squares Finite Element Method for the Stokes 
Problem with Multiple Fluids 

In this part of the report, the simulation of incompressible flow with multiple fluids in 2-D by 
the least-squares finite element method (LSFEM) in the stress-velocity-pressure version is studied. 
Unlike the Galerkin finite element method, all the conditions for continuity of stress must be 
explicitly added to the method. This is accomplished by viewing the equations for continuity of 
stress as restrictions to the standard LSFEM. These restrictions are added to the standard method 
by use of the Lagrange multiplier strategy. In this numerical method the inf-sup (LBB) condition is 
not necessary and the matrix resulting from applying the method on a discretization is symmetric, 
the uniqueness of the solution and the application of the conjugate gradient method is also valid. 
The method is used to simulate a test case flows. 

1    Restricted LSFEM for Flows with Multiple Fluids 

In part 1, it was found that the LSFEM in the vorticity-velocity-pressure formulation did not 
conserve mass at all points of the domain in a test case simulation. In order to make the method 
conservative, extra conditions were explicitly added to the linear system using Lagrange multipliers 
which ensured the flow was divergence free in each element of the domain. In part 2 a restricted 
LSFEM for flows with multiple fluids is developed by viewing the conditions for continuity of stress 
as constraints and using Lagrange multipliers as a natural means of incorporating these constraints 
into the LSFEM statement of the problem. 

In the ensuing discussion, we assume the computational domain ti is comprised of two subdo- 
mains fia and ft2 which have a common boundary I\. In physical terms, one fluid is contained in 
fii, a second fluid is contained in ü2 and r, represents the interface. The equations for continuity 
of stress are 

2(tini - t2n2) \n<t>i} + (hn2 + t2«i) [/* (<fo + <fo)] = 0       on T; (1.1) 

\p] - 2{n\ - n2
2) \jufo] - 2nm2 [/*(<& + <&)] = -       on I\, (1.2) 

where T is a nondimensional surface tension parameter (Webber number), R is the radius of 
curvature, <fo = $g, fa = |^, fa = |£ and p is the pressure. Here ni and n2 are the x and y 
components of n, where n is the unit normal on the interface between two fluids contained in the 
discretized domain tt. Also ti and t2 are the x and y components of the tangent vector to the 
interface, which is oriented so that t,n,txn forms a right handed system. 

Equations (1.1) and (1.2) are considered as constraints which are applied at all points in the 
discretized domain in Sh which lie on the interface. These constraints are applied to the standard 
LSFEM in the stress-velocity-pressure formulation [1]. Four variables are allowed to be discontin- 
uous across the interface, but the conditions for continuity of stress only provide two restrictions. 
Thus kinematical conditions are used to provide two more restrictions which are applied at the 
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same points the stress condition restrictions are applied. Since the velocities are continuous across 
the interface, it can be written that 

ti[h] + h[<h] = o (1.3) 

h[<h]-h[<h] = o. (1.4) 

The Lagrange multiplier method is used to add the above restrictions to the linear system which 
results from the standard LSFEM. The restricted LSFEM statement of the problem then is: find 
the vector function Uj? € Sh which minimizes the expression 

UY.\iLv^^lU)   =   \l((LY!i-F).(LVh-F))+^-AVh + iil-AVh     (1.5) 

+   g.AVh+£-AVh, 

for all Vh € Sh, and HvHr^ and ^. Here the g. = O^,/^, •••,/*»„ )T> where n is the number 
of nodes in Q. The AV^ are linear vector functional defined in Sh with £ elements, £ being the 
number of nodes for each of the restricted variables with lie on T; in each domain fii and fi2- These 
vector functionals represents the application of the restrictions (1.1), (1.2), (1.3) and (1.4) to all 
points in the descretized domain which lie on T,. 

Taking the first order variation of Je with respect to Vh, ^, /x2, ^ and ^ respectively, and 
setting SJe = 0 leads to the weak statement: find U* € Sh and Al5 A2, A3, A^ such that 

/ (LU^-LVh) + Xj-AV!l+^-AU^ + g-AVh+^-AU!: + g-AVh        (1.6) 

+£-AUZ+£-AVh + £-AUZ= I LVh-F       Wh € ^V^,^,^,^, 

where A,- = (Atl,Ai2,- • -,A1n)
T. The restricted LSFEM has U more unknowns that the standard 

LSFEM for the same discretization. 
The linear system resulting from the restricted method is symmetric. Furthermore we can 

prove that this linear algebraic system is so-called pseudo-positive definite, which we explain in the 
following. The restricted LSFEM generates an extended linear algebraic system as 

(1.7) 

where A = (Al7 A^, A3, A^1". Here A is a symmetric positive definite matrix with dimension »xn, 
B is a matrix with dimension of n x U, and b, A, bj are vectors with dimensions of n, A£ and 4£ 
respectively. The vector b_e is formed by the velocity boundary conditions when the matrix B is 
assembled. 

From (1.7) it can be stated that 

A = 
A    B~ 

BT    0 A = 
b 

x = A"1(6-5A), BTx = bj. 

Combining the these two expressions leads to the following: 

BTA-1BX = BTA-1b-bJ. 

In part 1 is was proved that the matrix BTA~XB is symmetric and positive definite. 

(1.8) 

(1.9) 
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Theorem 1: The linear algebraic system (1.7) in which A and B are defined by (1.6) 
has a unique solution. 

[Proof] From the definition of matrix B in (1.6), the columns of B represent the application of 
four linearly independent restrictions ( (1.1), (1.2), (1.3) and (1.4) ) at the points of the discretized 
domain which he on T,-. Since each restriction is applied at each point only once, the column vectors 
of B are linearly independent. Therefore, the rank of B is At Then for any non-trivial vector y, 
By is nontrivial. Combine this with the fact that BTA~lB is symmetric and positive definite and 
the proof follows. D 

Since A is symmetric and positive definite, the solution of (1.7) is equivalent to locating the 
minimum of the quadratic problem 

mm 
(£,£) 3 (kM-+hTßTt-+kTß£ ~ & - A) • (1.10) 

where £ and /£ are vectors of dimension n x At The above equation is equivalent to 

' i' T 

Ae - ' i' 
T 

'   b  ' 
bj_ (1.11) 

Therefore the common conjugate gradient method can still be used to solve the system (1.7). 

2    Numerical Example 

The restricted LSFEM developed above was used to simulate the Hele-Shaw flow of a two-dimensional 
bubble of fluid falling in a slightly less dense fluid under the action of gravity. In this flow the flow in 
the lighter fluid should resemble the potential flow around a sphere, while the flow inside the bubble 
should consist of two counter-rotating vorticies. The discretized domain used in this simulation is 
shown in figure 1. 

a b 

Figure 1. Plots of discretized domain used in simulation of two fluid Hele-Shaw flow, (a) Plot of 
whole domain, (b) Detailed plot showing fi1? fi2 and IV 

The domain ftx is assumed to be a circular shape with diameter of 1 and center at the point 
x = 0, y = 0. The domain Q,2 is also assumed to be a circular shape with diameter of 10 and center 
at the point x = 0, y = 0 with an annulus of diameter 1 cut out of the middle. The viscosity and 
density of the fluid in ü2 are both assumed to be twice as large as the viscosity and density of the 

9-16 



fluid in Hi. The simulated solution exhibits the flow characteristics stated above as shown in figure 
2. 

Y>'.-:. 
//"'■•:••.'■• • 

/.'■'.'• •'••.'/'.'.'■':' 
< ;.'• .■.:..'•'.•■ 

I \ X  , ■  '   '   •   »  i   *  . 

a b 
Figure 2.  Plots of simulated solution of two fluid Hele-Shaw flow,  (a) Velocity vector plot,  (b) 
Streamline plot. 
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A NEW SUPERPOSITION 

David Choate 
Associate Professor 

Department of Mathematics 
Transylvania University 

Abstract 

A channel's fading can be modeled as the product of a 

slowly varying component and the transmitted signal. An 

amplitude-modulated signal is also represented by a product of a 

carrier signal and envelope function. In these systems 

homomorphic signal processing for multiplication can be used to 

give impressive results. Superposition is a generalized principle 

of homomorphic signal processing. 

The logarithmic function will transform a system modeled on 

a product to a conventional linear system that will yield to a 

classical attack. It is shown here that the logarithm, as a 

generalized superposition, will also transform a conventional 

linear system into another linear system and therefore nothing 

need be known about the original system before applying a 

logarithmic transformation. 
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I. Subaddition 

Definition 1.   Let S = {z=x+yj| -a < y s ä} 

or equivalently, after an appropriate adjustment of the residue 

of y,  S = {z = x + y(mod 2«)j| x and y real}, a horizontal 

strip. 

Definition 2.   Let C* = S U {-«} 

Definition  3.   Let z = xx + yxj  and w = x2 + y2j e C*. 

z © w =  (Xi + x2)  +  [ (Yi  + y2)mod(2)t) ] j 

Definition  4.   If z = reje , then define 

ln(z) = ln|r| + [8(mod(2it)]j as usual. 

Definition 5.   Let z,w e  C* . Then we define new 

operation called subaddition  ,   denoted by r >   the southeast 

corner of addition, by 

z  r w = ln(ez + ew) . 

Note 1.   Clearly ln(z + w)     =    lnz     r lnw  • 

We intend to show that (C*,e, r)  is a field that is 

isomorphic to (C, -,+) , the complex field under multiplication 

and addition. 
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II. The Field (C*.a. r^ 

Lemma  1.   C* is  closed under  © and   [-• 

Proof. If z, w e S, then the Lemma is immediate from definitions 

3,4 & 5. If z = -oo and w E    C*,   then -oo e w = -oo and 

-oo r w  =  w m 

Lemma  2.   The operations     e and     r are commutative. 

Proof.   Let  z  = x1 + yxj  and w = x2  + y2j    be elements  of C*.   Then 

z e w = (Xl + x2) + (Yl + y2) (mod 2ic) j 

= (x2 + Xl) + (y2 + Yl) (mod 2K) j 

=     w ©  z   . 

z   r w    =    ln(ez + ew)     =    In (ew + ez)     =    w   r z 
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Lemma 3.   The operations & and   p are associative. 

Proof. It is clear that the operation © is associative since both 

ordinary addition and modular addition are associative. 

To show that r is associative let u, v and w e C*. Then 

u  r (v  r w)  = u r [ln(ev + ew] 

= ln(eu) r ln(ev + ew) 

{since u e C* and by p.7 6 [1]} 

= ln[eu + (ev + ew) ] 

= ln[ (eu + ev)  + ew] 

=  [ln(eu + ev)]  r ln(ew) 

=  [ln(eu) rln(ev)]  r ln(ew)   Note 1 

=  (u  r v)  r w since u,v,w  6 C* . 
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Lemma  4.     The operation  © distributes over   y. 

Proof.   Let u,   v,   w    e C*. 

Then    u    e     (v     r    w)     =    ln(eu)     ©    ln(ev    +    ew) 

=    ln[eu(ev    +    ew) ] 

=    ln(eu+v +    eu+w) 

(u © v)     r    (u © w) 

Lemma 5.   The   y identity is    -» . 

Proof,   z     r    -oo ln(ez + e-")       =       z   . 

Lemma   6.   If z     e S,   then  the inverse of z  under     y is  z  e nj 

Proof,   z     r     (z    ©    Hj)     =    ln(ez    +    ez+"j) 

=    ln[ez(l    +    e"j) ] 

=    ln(0) 

Lemma   7.     C*/{-<*>}     =    S    is a  group under 69 

Proof.   Lemmas     1,   2,   3  and  6   . 
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Note 2.   Clearly  -» has no  © inverse in C* . This is analogous to 

O's having no multiplicative inverse in C.  And the equation 

-a»  © z    = -<*> is the   "*" equivalent  to   (0) z = 0 in C  . 

All of the above proves 

Theorem 1.    (C*,   ©, r)   ■*« a field. 

We can now prove that this field is isomorphic to the field 

of complex numbers. 

Theorem 2.      (C, °, +)   * (C*,e,y)   . 

Proof.   Define    9:   C  -> C*    by    <p(z)     =    ln(z). 

9(zxz2)     = ln(z1z2) 

=     ln(zx)     e     ln(z2) 

= 9(zx)     ©       9(z2)    . 

9(zx +     z2)     = ln(zx  +     z2) 

=    ln(zx)      r    ln(z2) Note  1 

=    9(zx)      r    <P(z2) 
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We now show <p is onto. 

If w e C*, then w e S or w = -~.  if w e S, then ew 

is the preimage of <p .  If w = -», then 0 is the preimage of w. 

We now show <p is one-to-one. 

If  ln(z)  = q>(z)  =  0C, =  -~ ,  then  z  =  0 . 

III. The Complex Cylinder 

A simple geometrical interpretation of Theorem 2  can be 

given as follows. Map the complex plane 

onto the horizontal strip 
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+K 

  

-1 0 

-x 

♦1 

by f(z = reje) =ln I r"| + [6 (mod 2«) ] j . 

The three circles in the complex plane with radii 

e"1, 1 and e are mapped into the three vertical lines in the 

figure above. Since the top and lower line of the horizontal 

strip have been identified in the congruence class, we really 

have a cylinder. 
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If we look down the right end of the cylinder, then the 

circle with center at +1 = ln(e+1) appears largest, the circle 

with center at -1 = ln(e_1) appears smallest, and the end of the 

cylinder, -~ , is a dot. 

This is exactly what we saw in the original complex 

plane. 

IV. Linear to linear superposition 

On p. 481 of "[2] we have a definition of generalized 

superposition: 

H[Xl(n) Dx2(n)J  = H[Xl(n)] 0H[x2(n)]    (10.2a) 

H[c : x(n)] =    c  \  H[x(n) (10.2b) 

Define H: C -> C* by H(z)  = ln(z) . 

If we let D be + , ordinary addition in C 

0 be r , or subaddition in C* 

: be scalar multiplication in C 

and   1 be a scalar operation in C* 

defined by c \  H[x] = ln(c) e H(x) 

, then we have a generalized superposition H (where H stands for 

homomorphism.) 
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But we have more than that. We know that the homomorphic 

system can be written as a cascade of three systems 

by p.482 of [2]. 

We have this since r satisfies the conditions he gives: 

(i.) r is commutative and associative by Lemma 3. {See 

(10.3) and (10.4) on p. 482 of [2].} 

(ii.) The C* under pis a vector space over the field C with 

scalar multiplication \  as we will see. 

To establish (ii) we must show that C* under r is a vector 

space over the field C. We will have done so if we establish the 

following four properties for every a e C and every v, w e C* 

1. a \(v r w) = (a\v) r («lw) 

Proof,  a \ (v r w)  = In (a) e (v r w)       def. of \ 

=     [In(a) © v] r [In(a) © w]  Lemma 4 

= (a \  v) r (a 1 w)        def. of \ 
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2. (a e P) I v =  (a 1 v)  e (ß \ v) 

Proof.     (a e P) \  v = In (a + ß)  e v        def. of \ 

=     [In (a) r ln(P) ]  e v     Note 1 

= [In (a) © v]  r  [ln(P) © v]  Lemma 4 

= (« 1 v)  r (P 1 v) def. of \ 

3. a 1(P 1 v)  =  (aP) 1 v 

Proof,     a \(P 1 v)  = In (a)  ©  [ln(ß) © v]    def. of \ 

=    In(aß)  e v 

=  (aß) 1 v 

4. 1 \  v = v 

Proof.     1 1 v = ln(l)  © v def. of \ 

= v 
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By p. 482 of [2] we know that since the system imputs 

constitute a vector space of complex numbers under addition and 

ordinary scalar multiplication and the system outputs constitute 

a vector space under p , the subaddition, and \,   the scalar 

multiplication, then all systems of this class can be represented 

as a cascade of three systems 

+ 

r r r r 

9 

D* L ■: 
*w xM y|n| 

The effect of system D+ is to transform the combination of 

signals xx (n) + x2 (n) into another convention linear system under 

subaddition of corresponding signals D+fx^n)] and D+[x2(n)]. 
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4. The Complex Pencn 1 

We will briefly mention that the complex cylinder is by no 

means the end of it. 

Definition   6.  Attach a new element ln(-») to C* = C1* = C U {-»} 

to get  C2* =  C1* U {ln(-~) } . 

Definition   7.   Let a, b e C2* .  Then define a new operation D on 

C2* by a D b = In {In [exp (ea) + exp(eb)]} . 

Note 3. Closure of the operation D on C2* can be guaranteed 

by a proper suturing of the logarithm of the strip S at the 

top of page 10-9.   See chapter  6 below. 

Lemma  8.   1.   a D b    =    In (em   r e"; and 

±i.   In (e*   pe"; =    In (a)   O In (b)    . 

Proof. Equation (8i) follows directly from the definition of r. 

Equation (8ii) is obtained by replacing a and b with 

In(a) and In(b). 

Lemma  9.   The operation    £7 is commutative. 

Proof.   aDb = In (ea r e
b) Lemma 8i 

= ln(eb r ea) Lemma 2 

= b D a Lemma 8i 
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Lemma.  10.   The operation    D is associative. 

Proof,   a D   (b D c  )   =    a D In (eb   r    e
c) Lemma  8i 

=    ln[ea   r  (eb   r ec) ] Lemma 8i 

=    ln[(ea   r eb)    r ec] Lemma  3 

[ln(ea   r eb) ]   D c Lemma  8ii 

=   (a D b)   D c Lemma  8i 

Lemma  11.   The operation     r    is  distributive over D. 

Proof,   a   r     (b D c)     = ln(ea + ebDc) Definition 5 

= ln[ea+   (eb r    ec) ] Lemma  8i 

= ln[(ea + eb)    r   (ea + e<:) 1 Lemma 4 

= ln{[e(arb)]    r     [e(arc)]} Note 2 

=   (a   r b)   D   (a   r    c^ Lemma  8ii 
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Theorem 3.    (C**, r, D)   is  a field that  is isomorphic to   (C, °,+) 

Sketch of proof. The map <J>:C -> C** defined by 

4>(z) = ln[ln(z)] is an isomorphi sm. 

Even without attending the equivalence classes too closely, 

we can still get a good intuitive idea of the C** surface by just 

examining the strip S first shown on the top of p. 10-9. 

+T 

  

-1 0 

-% 

+1 

After adjusting the residues we can obtain a slightly 

altered strip S'. 

+K 

-1 0 +1 

-x 
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The strip S1 represents the logarithm of the complex plane. 

The logarithm of S' is then image of the isomorphism defined in 

Theorem 3. 

A circle lying in the strip S1 and having center at the 

origin may have a radius no greater than ä. And the logarithm 

will conformally map a solid circle of radius n into an half 

infinite strip extending from -» to ln(rc) . 

But a circle with center at the origin and radius it/2  will 

not  be completely contained in the strip if its central angle 

lies in  (x/4,  3w/4]  or in  (-3*/4, -it/4] .  It clear 

now that the image of our isomorphism has the form 

In order to insure the closure of the new operation D we 

must identify equivalence classes and fold up the figure above to 

obtain the Complex Pencil. 
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5. Aftermath 

If we continue this process, then we will have generated 

an infinite number of superpositions formed by a repeated 

application of the logarithm. As we have seen, a second 

application of the log will shred the strip S. A third will shred 

the shredded strip S. 

In order to insure the closure of the necessarily new 

"addition" operation, we must, after an adjustment of residues, 

suture the shredded S back into a new surface that is, after 

attaching an identity, isomorphic to the complex plane. 
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SYNTHESIS OF NOVEL SECOND AND THIRD ORDER NONLINEAR 
OPTICAL MATERIALS 

Stephen J. Clarson & Lawrence L. Brott 

Department of Materials Science and Engineering 

University of Cincinnati 

ABSTRACT 

Polyparaphenylene based systems have interesting electrooptical properties but major 

solubility problems and hence require side chains to assist in subsequent characterization or use. 

In this work, we have developed both second and third order nonlinear optical materials based on 

incorporating fluorene FL groups into the backbone of the desired materials along with 

paraphenyl groups. Here the bridging carbon was alkylated to ensure the solubility of the 

resulting materials in common organic solvents. The symmetric A-FL-A type systems were 

designed to have novel third order properties, whereas the non-symmetrically substituted systems 

A-FL-B (in this case A being a thiophene group and B being a pyridine group) have interesting 

second order properties. 
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SYNTHESIS OF NOVEL SECOND AND THIRD ORDER NONLINEAR 
OPTICAL MATERIALS 

Stephen J. Clarson & Lawrence L. Brott 

Department of Materials Science and Engineering 

University of Cincinnati 

INTRODUCTION 

Third order nonlinear optical materials typically are compounds consisting of extended 

71-electron conjugation and multiple aromatic rings [1]. Likewise, second order NLO compounds 

have multiple double bonds between electron donor and acceptor groups. This research involves 

the design and synthesis of new fluorene-containing para-polyphenylene compounds for a 

monomer (I) and chromophore (2). 

H21c10      C10H21 H21c10      C10H21 

X = Br, CO2H 

Fluorene-containing Monomer 

H21c10      C10H21 

\j~\=r^ "  "  "   N 

H
21c10^ ^C-|oH21 

Fluorene-containing Chromophore 

EXPERIMENTAL DETAILS 

COMMON SYNTHESES FOR THE MONOMER AND CHROMOPHORE 

Both substances are similar and their syntheses share several steps. The central building 

block of each product is the fluorene molecule.  To make it more soluble and easier to handle, 
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two long alkyl chains were added to the C-9 position of the fluorene. This approach allowed the 

C-2 and C-7 carbons to still be sterically unhindered and reactive. As seen in Scheme I, fluorene 

was first treated with BuLi, complexed with TMEDA [2,3], and then treated with bromodecane 

to obtain monoalkylated fluorene. The monoalkylated fluorene, without isolation and 

purification, was further reacted with a second equivalent of BuLi and bromodecane to obtain 

dialkyl compound 4. The product was purified by column chromatography followed by 

distillation under reduced pressure to remove any residual bromodecane. 

SCHEME I 

1) BuLi/TMEDA 
2) C10H2iBr 
 » 
3) BuLi 
4) C10H2iBr 

avg. yield 87% 

Br2, cat I2 
 > 

dark, 24 hr 
avg. yield 85% 

The next key step was to synthesize 2,7-dibromofluorene 5. Compound 4 was reacted with 

bromine in the presence of a small amount of iodine and the complete absence of light. The 

dibromofluorene 5 was then purified by column chromatography. 

The dibromofluorene was further reacted with ethylacrylate in the presence of Pd(OAc>2 

as a catalyst to produce a diacrylate as shown in Scheme n. Compound 7 was purified by 

recrystallization in ethanol. The diacrylate was then selectively reduced to the bis(allyl alcohol) 

8 by using diisobutylaluminum hydride (DIBAL-H) and BuLi in an inert atmosphere [4]. The 

alcohol was purified by column chromatography with a yield of 63%. Finally, the diol 8 was 

converted to the corresponding dibromo compound 9 by treatment with PBr3 at 0°C [5]. 

Unfortunately, the oil product was found to be too reactive to purify by chromatography and 

therefore was used without further purification. 
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SCHEME II 

5 + r*« 
Pd(OAc)2 

P(o-tolyl)3 

Et3N 

KH>VI 
H21C10     C10H21 

OEt 

0 H21C1o'><CioH21 ° 

7, optimized yield 80% 

DIBAL-H 

BuLi 
O - 25°C H21C10     C-I0H21 

OH 

8 
PBr3 

Et20 H21C10       C10H21 

ADDITION OF PHENYL GROUPS THROUGH RING CLOSURE 

The synthesis of polyphenylene compounds 1 and 2 was completed by Stevens 

rearrangement / thermal cyclization reactions as shown in Scheme HI. Ar^ represents the 

dialkylfluorene 4 in both cases of the monomer 1 and chromophore 2, while the Ar1 and Ar3 can 

portray one of three different compounds. When making the monomer, the aromatic groups Ar1 

and Ar3 are brominated dialkylfluorenes, but when making a chromophore, one uses a thiophene 

ring as Ar* and a pyridine as Ar3 (see Table 1). 
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Compound 

Number Ar1 

Ö' 

Ar2 

H21C10    C10H21 

Ar3 

H21C10    CIQH2I 

-o 

Table 1. Aromatic groups used in Stevens rearrangement. 

SCHEME III 

Ar1    — 
ANMe2      + BV_^ArH_VBr     + 

10 

Me2N 
-Ar3 

Ar1-=- 
\ r -Ar3 

Br"   +Me2N/r-Ar2-TV       NMe2
+   Br" 

11 

11 
Stevens Rearrangement 
Thermal Cyclization 

Ari^O~Ar2"^0~Ar3 
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MONOMER PREPARATION 

It is now necessary to synthesize a monopropargyl araine used for the preparation of the 

monomer. The amine is derived from the dibromo compound 5 using PdCl2(PPh3)2 and Cul as 

catalysts (see Scheme rV). Due to the difficulty in suppressing the reaction to form the 

bis(propargyl amine) 13, only moderate yields of the desired product were obtained. In addition, 

purification was difficult since the amine tends to "smear" along the whole chromatography 

column. 

SCHEME rV 

PdCI2(PPH3)2 
5       +       11  —    \  ► 

NMe2        Cul / PPh3 

Et3N / Et2NH H2iC10" "C10H2i 

12, avg. yield 40% 

H21C10^ ^ClOH21 

13, avg. yield 20% 

Once completed, all that is needed to complete the monomer synthesis is to combine the 

bis(allyl bromide) 9 with amine 12, as shown in Scheme V. After dissolving compound 9 in 

chloroform, the solution was cooled to 0°C with an ice bath. Compound 12 was then slowly 

added. The solution was allowed to stir for 24 hours and then rotavaped. The salt 14 was 

recovered by precipitating in hexane. 

The product 14 was then reacted with t-BuOK at room temperature for one day in 

toluene. Once completed, the solvent was removed, and without further purification, the 

resulting dark viscous oil was heated to 190°C for an hour. The final product I was then purified 

by chromatography. 
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SCHEME V 

NMe2 

H21C10" "C10H21 
Me2N 

Br' 

H21C10       C10H21 

LKH>^ NMe2
+ 

H21C10     C10H21 Br" 

H21C10       C10H21 

14 

NMe2 

t-BuOK 
Stevens Rearrangement 

NMe2 

H2lCio       C-10H21 
H21c10       CioH2i 

H21Cio       CIQH2-| 

15   + Other Isomers 

190-200°C 
Thermal 
Cyclization 

H21C-10      C10H21 H21C10^ "C10H21 H2iC10^ ^Gj^i 

1 
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CHROMOPHORE PREPARATION 

The chromophore uses two different propargyl araine compounds to surround the 

brominated fluorene 9 - one for the electron donor group, and one as the acceptor. In this 

research, a pyridine ring will act as the acceptor while a thiophene ring will be the donor. 

Consequently, two new products must be synthesized. Scheme VI describes the preparation of 

the pyridine compound. 

SCHEME VI 

Bi—^_N- HCI + H^^ 
NMe2 

PdCI2(PPh3)2 

Cul 
NaOH 
Et3N / Et2NH 
67°C 

\=/ NMe2 
(Et)3NH+   Br" 

17 

Although the 4-bromopyridine hydrochloride did not dissolve well in the solvent, once 

the catalyst and amine were added, the solution turned green and everything appeared to dissolve 

well as the reaction progressed. Upon heating, the mixture turned black. The product was 

purified by distillation under high vacuum. 

A model reaction of the proposed Stevens rearrangement was carried out next using 

cinnamyl bromide (instead of compound 9) and compound 17. Originally the two materials were 

added at room temperature; enough heat was released to boil some of the chloroform and the 

solution quickly turned black. It is thought that the heat liberated was enough to activate the 

formation of the undesired product 19. 

Since the procedure results in a black viscous oil, the product could not be recrystallized 

in any solvent. Therefore the Stevens rearrangement was carried out with the impure salt in 

toluene. The desired product 20 was purified by column chromatography. The final step 

involved the thermal cyclization in which 20 was heated in a sand bath at 280°C for an hour. 

The product 22 was purified by recrystallization in hexane. 
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SCHEME VII 

r\ Br        + 
Me2N 

CHCI3 
24 hrs. 

^-^"N 

17 

<y^<-o ♦ o^> 
18 

.TV-. NMe2 

r\ 

20 

NMe2 

19 

t-BuOK 
Toluene 
24 hrs. 

NMe2 

21 

280-300°C 
1 hr. 

22 

The thiophene / amine (23) preparation is nearly identical to the pyridine work-up except 

that NaOH is no longer necessary to neutralize the acid. The product can be purified either by 

chromatography, or more simply, distillation under high vacuum. 
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SCHEME VIII 

ö- Br H-s=-^ 
NMe2 

o— 
23 

PdCI2(PPh3)2 

Cul 
PPh3 

Et3N / Et2NH 
67°C 

NMe2 

(Et)3NH+   Br" 

The work-up for the model thiophene ring-closure reaction is similar to the pyridine, 

although it was found to be cleaner. The reaction is described in Scheme IX. This time only one 

salt formed 24 which was recrystallizable in THF. The product of the Stevens rearrangement 25 

was purified by chromatography. Once the ring-closure reaction was completed, the product 26 

was recrystallized in hexane. 

SCHEME K 

r\ Br 
Me2N t!> 

23 

CHCI3 

24 hrs. 

OVÄ___A Br 

24 

t-BuOK 
Toluene 
24 hrs. 
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c NMe2 

25 

NMe2 

280-300°C 
1 hr. 

26 

Compounds 23, 9, and 17 have been combined as shown in Scheme X. As the end 

groups were slowly dripped into a chilled brominated-fluorene solution 9, the mixture turned a 

clear yellow-orange color. However once the ice bath was removed, the solution turned black. It 

is proposed that the reaction should be kept at 0°C for the entire 24 hours. Since the mixture 

became a black tar once the solvent was removed, the salt could not be isolated. Therefore the 

viscous oil was dissolved in toluene and t-BuOK directly added. To be sure the reaction had 

gone to completion, the solution was allowed to stir for 48 hours. The toluene was removed, and 

the resulting tar was heated to 180°C for 10 minutes. The products were then separated by 

column chromatography. 
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SCHEME X 

O NMe2 

H21C10     Ci0H2i 

Br       + /    =    fN 
Me2N 

23 17 

CHCI3 
0°C - rt 

Br"   +Me2       H21C1(f   C10H21 
N     . X=/ 

Me2     Br" 

27 

fr +NMe2 
Br" 

H2iCio      C10H21     Br- 

28 

r u.r>Cu..   VA 
NMe2 

t-BuOK 
Toluene 

+       Other Isomers 
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180-200°C 
Thermal Cyclization 

H21C10      C-ioH2i 

2 

CONCLUDING REMARKS 

The synthetic methods to yield both novel second and third order NLO materials 

containing fluorene based groups have been successfully developed. Under a University of 

Cincinnati / WL/WPAFB educational partnership agreement, the synthesis, purification and 

characterization of these compounds will be carried out. Dr. Steve Clarson, Mr. Lawrence Brott 

and Ms. Lora Cintavey (RDL graduate student 94-0402) [6] will continue these successful 

investigations on NLO materials both at the University and WL/WPAFB under this joint 

agreement. Second and third order NLO measurements of the materials will be carried out in the 

coming months. 
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THE SENSOR MANAGER PTT7.7I.F. 

Milton L. Cone 
Assistant Professor 

Department of Computer Science/Electrical Engineering 
Embry-Riddle Aeronautical University 

Abstract 

The task of a sensor manager is to improve the performance of the individual avionics sensors by 

coordinating their activities based on the sensor manager's best estimate of the future. This paper reviews 

planning and scheduling literature to identify developments that might apply to the design of a sensor 

manager. Applications examined primarily come from the planning and scheduling of manufacturing 

plants. An interpretation of the sensor manager as a manufacturing plant is included. Most of the reviewed 

work is from the artificial intelligence community. 
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THE SENSOR MANAGER PUZZLE 

Milton L. Cone 

Introduction 

There is a myth of a superhuman pilot, one that can fly a complex fighter airplane the first day like a 

veteran, drop bombs on a dime, fly mach 1 at 50 feet through mountains, manage the electronic surveillance 

measure, radar and infrared sensors and not forget to pick up milk on the way home. Such a pilot never 

existed and probably never will. In a modern fighter aircraft that is engaged in air combat there are too 

many demands, many of them conflicting, on the pilot's time. A sensor manager is one way of reducing the 

workload. 

What is a sensor manager? Literally the sensor manager manages the sensors on board the aircraft. The 

Data Fusion Group of the Joint Directors of Laboratories (Waltz and Llinas (20)) describe the sensor 

manager as one part of a data fusion subsystem in the avionics system of a modern fighter aircraft. By 

combining data from many sensors, a data fusion subsystem tries to derive more information about the 

environment than can be gathered from the individual sensor's outputs. Figure 1 from Musick and 

Pilot 
Mission 
Manager 

-Sensor Manager status j 

targetf sensor 
pairings   , 

Generate 
Options 

Prioritize 
Options long-term tasks 

prioritized options 

Schedule 
Sensor Tasks 

externally-generated 
X      tasks 

state. 
identity, 
situation 

Fusion 

status, requests 

high-level 
commands 

detections 

Sensors 

Sensor 
Handlers 

\_. 

Figure 1. Sensor manager task flow 

Malhotra (12) shows a diagram of a typical sensor manager system embedded in an avionics system 

composed of a mission manager and a fusion subsystem. Musick and Malhotra list several functions that a 

sensor manager should have. These include: 

• Generate options (sensor/task pairings) for action 

• Prioritize options 

• Formulate sensor schedule to execute desired actions 
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• Communicate desired actions to sensor handlers 

• Monitor sensor health and performance, respond to sensor feedback, account for sensor 

availability 

The design of a sensor manager is similar to putting a puzzle together, see Figure 2. In this puzzle there are 

Figure 2. The sensor manager puzzle 

many pieces. There is a puzzle piece called planning. Sycara (18) defines planning as the selection and 

sequencing of a set of actions (or plans) that can be expected to allow a system to reach one or more desired 

goals. Planning is a long term decision process. The planning subsystem of the sensor manager looks 

ahead to see if there are any combinations of sensor modes or target configurations that it can take 

advantage of to increase data throughput. 

The next piece is scheduling. Scheduling deals with the allocation of resources to planning actions and the 

assignment of time intervals during which actions could be executed (Sycara (18)). Scheduling refers to the 

short term response of the sensors and includes the detailed temporal sensor sequencing assignments. 

Architecture is another puzzle piece. An architecture explains how components interact to solve complex 

problems. There are many architectures proposed that would be applicable to the sensor manager. Several 

will be explored in this paper. 

The last puzzle piece lists the approaches that might help put the sensor manager puzzle together. It turns 

out that many disciplines have something to offer. Developing long range plans and short term schedules is 

a ubiquitous problem. Operations research looks at the problem as a dynamic programming program or a 

queuing problem. Control theory would like to recast the problem in terms that allow the body of classical 

and optimal control theory to be applied to solve the problem. Game theory brings a sense of one's action 

influencing the reaction of the opponent which in turn influences one's next action. Real-time computing 

tries to guarantee that tasks are completed on time so that a schedule can be made. Generally real-time 
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systems analysts come from a computer science background. Planning and scheduling is just one of many 

problems artificial intelligence (AI) has tried to solve. Manufacturing has spent many years of research 

trying to solve the planning and scheduling problem. Decision analysis can bring its power to bear on the 

planning problem, for example, using influence diagrams. The robotics literature has many examples which 

could guide the design of the sensor manager. 

The problem for the sensor manager design is to put all of the pieces together. This paper examines four 

areas of research that might be important to the design of a sensor manager. These four areas are: 

manufacturing technology, real-time systems theory, control theory and AI/planning. In some cases the 

examples show considerable overlap between areas. 

Manufacturing 

Manufacturing has always been concerned with scheduling operations in a factory. As factories have 

become more automated and competition has demanded more efficient operation, computer programs were 

written to help develop schedules. This section starts with an overview of scheduling terminology for the 

manufacturing sector. Graves (7) developed a classification to help discuss models for production 

scheduling. He lists three classification categories which are requirements generation, processing 

complexity and scheduling criteria. 

The first category, requirements generation, refers to the way customer orders are generated and filled. In 

an open shop all production orders are generated by customers. No inventory is held. In a closed shop all 

customer requests are filled from inventory. Here production tasks are based on inventory levels. 

The second aspect of scheduling classification is processing complexity. Processing complexity refers to 

the number of steps involved with a production task. Graves differentiates four types of shops. They are: 

• One stage, one-processor 

• One stage, parallel processors 

• Multistage, flow shop 

• Multistage, job shop. 

The one stage, one processor facility has one machine. The one machine is capable of several different 

operations but only one can be performed at a time. All tasks are completed on this one machine and only 

require one step to complete. An example is a plant with one machine that slits steel bands into narrower 

widths. Scheduling is a matter of prioritizing tasks and minimizing setup time to improve throughput. The 

one stage, parallel processors facility is like the one stage, one processor except that there are now several 

identical machines on which a task can be completed. The steel processing plant now has grown to include 

several slitters capable of producing the desired output. Multistage means that there are several machines 
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that must sequentially process the task before it is completed. Generally the order of processing is fixed and 

is called a process routing or precedence. In a flow shop all of the tasks go through the same sequence of 

processors. A steel processing plant operating under the flow shop model might have several slitters. The 

first cuts the big rolls into smaller rolls for subsequent slitters to process. A flow shop might also include 

other machines to complete the processing of the product. The important characteristic of the flow shop is 

that there is only one process routing leading to a finished product. A job shop is the most general category 

of manufacturing plant. There are no restrictions on processing steps and alternate process routings are 

allowed. A job shop steel processing plant will have many machines capable of performing different tasks. 

The scheduling problem is to assign the machines to get the most product through the plant subject to 

scheduling constraints created by customer demand. 

The third way of classifying production scheduling problems is by the scheduling criteria. There are many 

ways to judge the success of a schedule but most either reduce product cost or improve schedule 

performance. Typical items that increase product costs are machine setup times, overtime costs and 

inventory holding cost while schedule performance measures include percentage of late tasks, time to move 

a task through all of the processing steps (flow time) and the number of tardy jobs. 

Graves introduces two other ways that distinguish production scheduling problems although he didn't use 

them in the cited article. In addition to regarding requirements generation as occurring in a closed or open 

shop, requirements can be generated by a deterministic or stochastic process. Another way to distinguish 

scheduling models is to determine whether the environment in which they operate is static or dynamic. 

Graves groups these into two basic models, deterministic or stochastic requirements generation, and static 

or dynamic environment. 

What type of model is most appropriate for the sensor manager? The answer to this question can simplify 

the literature search. In terms of open or closed shop the sensor manager is more like an open shop. While 

a detailed interpretation of the sensor manager in terms of a manufacturing example is given in the next 

section for this discussion the sensor manager can be viewed as a facility serving a number of customers. 

These customers include the pilot, mission manager, and fusion process. While some products can be 

viewed as coming from inventory, i.e. data that is stored in a data base, most requests result in new sensor 

assignments. 

The multiple sensors, each of which possess multiple modes, compose the plant.   Many of these modes can 

provide similar information for a job such as tracking or identifying a target. This allows a task to take 

multiple routes through the array of avionics sensors and implies that the plant can best be modeled as a 

multistage, job shop (usually just called a job shop). There are some cases in which a flow shop might be 
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appropriate as well as either single stage categories but generally the job shop classification will be most 

useful. Thus the sensor manager is analogous to the most complex form of production scheduler. 

For scheduling criteria cost is not as important as schedule performance. In a manufacturing plant it takes 

some time to set up a machine for a new operation but in modern sensors, reconfiguration is comparatively 

efficient. What is important is that the sensor taskings be completed on time and that the sensors be 

effectively used. 

The two categories that Graves does not use are important to the sensor manager. Generally the 

requirements generation process is stochastic. New job generation is a random process. The environment 

is very dynamic. Hence stochastic and dynamic scheduling process models are more appropriate than 

deterministic and static ones. 

The next section develops the sensor manager/manufacturing analogy in more detail. 

The Manufacturing Plant Analogy 

This section develops the sensor manager as a type of manufacturing plant in order to apply the results of 

the planning and scheduling literature for manufacturing to the sensor manager. The sensors are the 

machines of the manufacturing plant. They convert raw material into finished products. The input is the 

environment detected by the sensors while the primary finished products are the data on targets or emitters 

which are tracked, IDed or subjected to other information gathering activities. 

Marketing, whose function is to bring in jobs, is at the highest organizational level. It, in consultation with 

the customer, sets a job's priority and due-date. The pilot, the mission and fusion managers, as well as the 

sensor manager itself are typical customers. Other customers such as displays and navigation are certainly 

possible. The marketing arm of the sensor manager maintains a menu of products that the plant produces. 

The customer selects a job from this menu. Typical menu items (products) include track, ID, target, search, 

align, etc. These could be modified depending on the type of customer. For instance, if the customer is the 

mission manager and the mission is defensive counter-air, then the sensor manager's menu would be 

different than if the mission is air-to-ground. 

Each item on the menu is a product that the plant produces. For each product a process routing is prepared 

that describes how the product is to be produced. A process routing is the sequence of operations that 

describes the path through the plant that leads to a finished product. The knowledge-base is contained in 

the routing. A routing associates sensors with items ordered from the menu. It lists the sensors, alternate 

sensors, sequencing and any special information necessary to produce the product. Process routings can be 
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prepared off-line during the development of the sensor manager, on-line with a mission planning system that 

modifies the routings in the field or in real-time with an onboard planning system.   In manufacturing 

terminology, preparing the process routing is called planning. Here planning is used in a broader context 

that also includes the prioritization of the tasks to be accomplished. Planning is a long range activity that 

tries to make the scheduling algorithm more efficient over the long run. 

The sensor manager's scheduler assigns sensors and times in order to fill the jobs that marketing has 

identified. This is sometimes called timetabling in manufacturing terminology. Timetabling is generally 

made so as to minimize some cost function. Typical cost functions include tardiness (the amount by which 

a job is completed late), sensor idleness, and makespan. The scheduler has to resolve any bottlenecks that 

might occur for the limited sensor resources. It also must resolve conflicts between sensors by relaxing 

constraints associated with each job. Relaxation may include changing sensor modes, changing sensors or 

moving the collection times. 

In any plant, pop-up (new orders) and pop-out (canceled) orders can create havoc with a plan and with a 

schedule. Real plants can handle pop-up orders either in the planning system where marketing in 

conjunction with the customer works the job into the existing plan or in the scheduling system where a total 

or partial rescheduling effort includes the new job. Pop-out jobs can be handled similarly. The intervals 

assigned to the removed operation can be left unused or a complete new schedule can be completed. 

Presently the preferred method is to minimize the impact to the current schedule for both pop-up and pop- 

out jobs. This allows a seamless integration into the existing schedule and is accomplished at the planning 

level for pop-up jobs by inserting the new job into the prioritized list. All lower priority jobs move down 

one position. At the scheduling interval the new job can be integrated into the job flow. With electronically 

steerable arrays and interruptable processors, inserting a new task is made easier (at least is not difficult). 

Still there is some overhead that slows throughput even for these devices. Mechanically slewed arrays and 

non-interruptable processors present more of a problem. The solution is to select a scheduling technique 

that supports rescheduling with a minimum change in the schedule. Another requirement is that timetabling 

occur frequently enough to keep the schedule current. A goal is to reschedule at least every 0.2 seconds. 

Most events change on the order of seconds rather than tenths of seconds. This procedure makes sure that 

pop-ups and pop-outs are quickly integrated into the schedule. 

The next section examines one popular approach to planning and scheduling in job shops. 
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ISIS 

ISIS is the Intelligent Scheduling and Information System (Fox and Smith (6)).    It has been described by 

Smith, et al. (16) (not the same Smith) as the most popular intelligent scheduling system and by Turksen, et 

al (19) as one of the first successful applications of artificial intelligence to a production planning problem. 

ISIS is a program that constructs schedules for production of orders in a job shop. In a job shop several 

jobs may exist at once. These jobs have different levels of importance and different due dates. They 

generally require a sequence of operations for completion with each operation requiring a specific type of 

machine for a specified length of time. The next operation in the sequence only begins when all of its 

preceding operations have been completed. 

Fox and Smith view schedule construction as a constraint-directed activity that should be influenced by all 

relevant scheduling knowledge. The goal is to produce a schedule that reflects the current state of the 

factory and external environment. The problem-solving strategy is to find a solution that best satisfies the 

constraints. Fox and Smith use constraints to discriminate between alternative schedules as well as to 

reduce the number of potential schedules generated. Because constraints can conflict with each other, some 

constraints may have to be relaxed. This requires that detailed knowledge of all aspects of the job shop 

scheduling domain must be available to the scheduling system. 

ISIS constructs a schedule by conducting a hierarchical, constraint directed search over a subset of all 

possible schedules. Its architecture consists of four levels of abstraction of the scheduling problem. Each 

level is characterized by the types of constraints considered at that level. Communication between levels is 

accomplished by constraint propagation. Control generally flows down but may go up in order to resolve 

conflicts. Processing at any one level consists of a pre-analysis, search and post-analysis. The pre-analysis 

bounds the level's search space; the search phase performs the actual search; and the post-analysis evaluates 

the quality of the partial schedules produced. If post analysis determines that the partial schedules are valid, 

then the results are passed as constraints to the next level. If there are no valid partial schedules at this 

level, then one or more constraints are relaxed in order to expand the search space. If no valid schedules 

can be generated, then control will be passed to a higher level where new constraints can be relaxed. 

ISIS Architecture 

The four levels of the ISIS architecture are order selection, capacity-based scheduling, resource scheduling 

and reservation selection. 
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At the highest level, order selection (level 1), ISIS prioritizes the orders based on the category of the order 

(forced outage, critical replacement, etc.) and its due date. This establishes the system's global strategy for 

integrating unscheduled orders into the existing job shop schedule. There are two types of orders: new 

orders received since the last planning and those whose schedules have been invalidated. Invalidation may 

occur because of a change in the plant status, changes to the order's description, or decisions imposed by the 

user. Once prioritized, orders are scheduled one at a time. 

At the next level, capacity-based scheduling, ISIS determines the availability of the machines required by 

the selected order of the tasks. For the highest priority order ISIS will list all of the machines available to 

process the order. The purpose of level two is to detect bottlenecks in the plant. These bottlenecks become 

constraints which are passed onto level three to resolve. 

Level three, resource scheduling, performs the detailed scheduling of all the resources necessary to produce 

an order. It extends the level two scheduling by considering more detailed information about operation 

resource requirements (in addition to the machines considered in level two) and by considering additional 

constraints. Level three's output is a list of possible schedules which are examined to see if one is 

acceptable. If there are no acceptable schedules, then a diagnostic program is invoked to determine the 

source of the problem and to fix it. This may require backtracking to a previous level and relaxing some of 

the assumptions there. 

Once level three is finished the schedule is nearly complete. In level three a specific process routing has 

been selected for the order under consideration, resources (generally machines) have been selected for each 

operation in the routing and resource time bound constraints (e.g. this resource is reserved for a portion of 

this time period) have been associated with each selected resource. Level four uses the resource time bound 

constraints determined in level three to try to minimize the order's work-in-process time. The resulting 

specific resource reservations are added to the existing shop schedule and act as additional constraints for 

use in scheduling subsequent orders. 

ISIS Design and the Sensor Manager 

Can Fox and Smith's techniques be applied to the sensor manager design? Yes. The strength of their 

technique is its ability to model virtually any kind of constraint imaginable. It is easy to see how the sensor 

manager is a constrained process. In an air-to-ground scenario the sensor manager may have to resolve 

conflicting requests. For example, during weapons delivery the sensor manager may have to respond to 

requests from the fire control system for sensor time to acquire accurate coordinates of a target and from the 

pilot to determine if a surface to air missile or antiaircraft artillery is about to engage ownship. Constraint 

propagation is an ideal way to model such an environment. An ISIS style sensor manager takes tasks of 
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different levels of importance and time sensitivity (due dates) and develops a schedule that assigns various 

sensors to various tasks in a way that maximizes the amount of information available to other systems on the 

aircraft and other cooperative systems outside the aircraft. Constraint propagation is a way of 

synergistically tying the sensor systems together. 

Many details of the sensor manager have duals in the manufacturing plant modeled by ISIS. The sensors 

are the machines that ISIS scheduled. Products on the sensor manager menu might include: associate, 

identify, track, target, search area, alignment, etc. 

• associate—try to tie objects in the data base together by collecting more information on one or 

the other objects 

• identify—determine.whether an object in the data file is a friend, foe or neutral 

• track—continue to track or develop a track on an object in the data file 

• locate object—develop coordinates on an object in the data base sufficient to support targeting 

• search area—scan an area for potential targets 

• alignment—test alignment between sensors or develop an estimate of sensor misalignment 

A process routing is a description of the steps that a product goes through in the manufacturing process. 

For the sensor manager it is a list of the sensors that must acquire data and the order in which they must 

operate. This scheme is a natural for handling all queuing operations. Assume the following sensors are 

available on the avionics suite: a radar with NCTR (noncooperative target recognizer), an omnidirectional 

ESM (electronic support measure), a directional ESM, an IFF (identification friend foe) interrogator and an 

IR (infrared) search and track. For these sensors a process routing for identify might be: 

- task omnidirectional ESM to search frequency spectrum for object 

- task directional ESM to look at object 

- task IFF interrogator to challenge object 

- task NCTR to examine object. 

Cone (3) described in more detail how ISIS could be applied to a scenario taken from Waltz and Llinas 

(20). Following are some of the observations from that memo. There are sensor manager tasks such as 

identify that don't have clear completion times. ISIS does not have an easy way of handling nonending 

jobs. In order to schedule sensors the sensor manager has to know how long a task takes at the mode level. 

Scheduling at a higher level may force so much padding into the schedule that the sensor manager actually 

hurts the performance. Thus the routings have to be made at the lower, mode level where the sensor 

manager can handle sequential processes whose start and stop times are better defined. Another problem is 

that some products may age. For example a track's error generally increases over time. It may be necessary 

to warranty a product which means bringing it back into the plant and updating the information. 
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The hierarchical structure of ISIS does not support quick reaction by the sensors to a pop-up target. The 

information has to flow down through the hierarchy to affect the sensor activity. This is a problem shared 

by all vertical architectures (Dean and Wellman (4), page 463). This may prohibit an ISIS like system from 

operating in real-time at least for the time scales of the sensor manager. 

ISIS does not provide a method of generating the optimal schedule. It only tries to generate an acceptable 

schedule. The first schedule it finds that works is the one it uses. ISIS also does not provide a way of 

estimating how far from the optimal schedule the schedule it suggests might be. These drawbacks led some 

researchers to look for more quantitative techniques. One such technique is Lagrangian Relaxation. 

Lagrangian Relaxation Techniques 

Fisher (5) used Lagrangian multipliers to find a lower bound on the cost of an optimal solution to a resource 

constrained network scheduling problem of which the job shop is a special case. He then used a branch and 

bound algorithm to find a solution to the scheduling problem. While a branch and bound solution provides 

an optimal solution to the scheduling problem, it is impracticable to use for realistically sized problems. 

References (9), (10) and (11) present a series of results that extend Fisher's work by using an augmented 

Lagrangian relaxation technique to find approximately optimal solutions to realistically sized scheduling 

problems. Luh and his coworkers break the problem into three paths. Each path addresses an increasingly 

difficult problem. The three paths are: (1) single operation (SO) or multiple operation (MO) jobs; (2) no 

precedence (NP) constraints, simple fork/join (SP) precedence constraints, or generic precedence (GP) 

constraints; and (3) identical machines (EM) or nonidentical machines(NM). The solution to the general job 

shop problem (MO/GP/NM) is given by Hoitomt, et al. (9). Assumptions made in this article are that the 

precedence constraints (precedence means assigning a particular type of machine to each operation of a job) 

can be represented as a directed acyclic graph and that each job ends with a single operation. Other 

assumptions include: 

• job processing is nonpreemptive 

• time horizon is long enough to complete all jobs 

• the number of jobs, their weights, the processing time requirements, due dates, number of 

machine types, machine capacity, operation to machine mapping and required time-outs are 

known. 

The result of the scheduling process determines the beginning times of all operations (a job is made up of a 

series of operations) and the machine types to process a particular operation. 

What does the Lagrangian relaxation technique offer for the sensor manager puzzle? It provides an 

algorithm that can be executed to provide a schedule that is near optimal and it provides an estimate of how 
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near optimal the schedule is. There are shortfalls. Lagrangian relaxation does not address how the jobs 

should be prioritized but does provide a mechanism for including prioritization as weights on jobs. It was 

not designed to run on a real-time system such as the sensor manager. The Lagrangian relaxation technique 

may not be able to converge to a schedule within the planning cycle. In a related work Chang and Liao (2) 

show that a combination of Lagrangian relaxation with a rolling horizon scheme can be used to speed 

convergence to a near optimal schedule for a flexible flow shop. (A flexible flow shop is an extension of a 

traditional flow shop that allows multiple identical machines to be assigned at each operation in the process 

routing.) Since the sensor manager does not fit the flexible flow shop model this work needs to be extended 

to apply to the general job shop considered by Hoitomt, et al. (9). Finally, it is not clear that the scheduling 

workload is large enough to require such a sophisticated scheduler. The simple scheduler proposed by 

Popoli (14) may be sufficient. . 

Both of the techniques for scheduling examined so far suffer from not being designed to operate in real- 

time. The next section discusses real-time system problems and a real-time technique that might fit into the 

sensor manager puzzle. 

Real-Time Systems 

Stankovic (17) defines real-time systems as ones that depend on the time at which the results are produced 

as well as on the correctness of the result. He then lists the following misconceptions that people who are 

outside of the real-time community have about real-time systems: 

• There is no science in real-time system design. 

• Advances in supercomputer hardware will take care of real-time requirements. 

• Real-time computing is equivalent to fast computing. 

• Real-time programming is assembly coding, priority interrupt programming, and 

device driver writing. 

• Real-time systems research is performance engineering. 

• The problems in real-time system design have all been solved in other areas of 

computer science or operations research. 

• It is not meaningful to talk about guaranteeing real-time performance because we cannot 

guarantee that the hardware will not fail and the software is bug free or that the actual operating 

conditions will not violate the specified design limits. 

• Real-time systems function in a static environment. 

This list could also be titled misconceptions about the sensor manager. Stankovic's main points are that (1) 

the time dimension must be elevated to a central principle of the system, (2) a new, more deterministic 

paradigm is needed that possesses well understood, bounded and predictable operating systems and 

application tasks and (3) a highly integrated and time-constrained resource allocation approach is necessary 
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to adequately address timing constraints, predictability, adaptability, and fault tolerance. The sensor 

manager, which is really like an operating system for a group of distributed processors, must also posses 

these same characteristics and operate in the same deterministic environment. 

It is as important for an algorithm to execute on time as it is for the result to be correct. An algorithm has to 

do both to be useful. Many AI techniques and heuristics are not suited to analysis that provide guaranteed 

response times (Shin and Ramanathan (15)). Even when AI techniques can be shown to have predictable 

response times, the variance in those times is so large that providing timeliness guarantees based on the 

worst case performance result in severe under utilization of the computational resources during normal 

operations. Musliner et al. (13) proposed a Cooperative Intelligent Real-time Control Architecture 

(CIRCA) that uses an AI subsystem to reason about task-level problems that can afford to have 

unpredictable response times while a separate real-time subsystem deals with control-level problems that 

require predictable response times. This architecture may be appropriate for the sensor manager. 

Rate Monotonie Scheduling 

Rate-Monotonic Scheduling (RMS) is a theory for managing system concurrency and timing constraints at 

the level of tasking and message passing. It ensures that as long as the system utilization of all tasks lies 

below a certain bound and appropriate scheduling algorithms are used, all tasks meet their deadlines. 

RMS was developed to schedule tasks that are periodic but of differing periods. Originally the results 

required all tasks to be periodic, perfectly preemptable and independent. Under these conditions the tasks 

could be scheduled by assigning the task with the highest rate first and then assigning the remaining tasks 

monotonically in order of decreasing rates if they meet the requirements of the Liu and Layland theorem 

(Liu and Layland (10)). RMS has been extended to handle aperiodic tasks by making them appear to be 

periodic. It might be able to handle the sensor manager scheduling problem but most of the tasks the sensor 

manager handles are aperiodic. This does not play to the strength of RMS. 

Real-time issues are a piece of the sensor manager puzzle. Another piece may be discrete event dynamic 

systems (DEDS). The next section looks at this possibility. 

Control Theory 

Classical control theory consists of a controller, a plant to be controlled and a feedback path. It has two 

main branches, analog or digital, depending on whether the controller is implemented with analog (resistors, 

capacitors and op amps) or discrete (generally a digital computer) components. In a DEDS both the 

controller and plant are discrete systems. The notion of time in classical control theory is replaced by an 

event sequence in a DEDS. IEEE Control Systems Magazine ran a special issue on DEDS in 1990 while 

the Proceedings of the IEEE did one in 1989. Applications for DEDS analysis include software 
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verification, database management, performance evaluation of manufacturing systems and optimization of 

distributed processing systems. DEDS's theorists hope to be able to apply the large body of control theory 

to the discrete event problem. There is some promise that a mathematical basis for the design of a sensor 

manager system could be developed based on the DEDS's work. The problem is that not all of the theory 

exists to be applied to such a large problem. 

The next section reviews an article by Bonissone, Dutta and Wood (1). Their approach specifically 

includes planning as well as scheduling and does so in dynamic and uncertain environments. 

Al/Planning 

Bonissone, Dutta and Wood (1) (hereafter referred to as BDW) present a new approach to planning in 

dynamic and uncertain environments. Planning is defined as a sequence of actions designed to achieve 

certain goals. Because the environment can change while a plan is being executed it is by no means certain 

that the goals can be reached. BDW call planners that cannot react to a changing environment, static 

planners. Static planners often develop plans that will not execute in the real world. In response, many 

approaches have been developed that plan in uncertain and dynamic environments. Hendler, Täte and 

Drummond (8) summarize many of these ways. Generally the approaches either replan when the 

environment changes, expect the environment to change and plan ahead for it, interleave planning and 

execution by developing and executing partial plans sequentially, or develop highly reactive planners that 

minimize the look ahead. BDW approach the problem by trying to balance long term strategic planning and 

short term tactical planning. They introduce the concepts of goals, plans, and strategies. A goal is defined 

as an objective that an agent tries to achieve. Goals can be long or short term. A plan is a sequence of 

actions that when executed achieve the agent's goals, at least partially. Long range plans are called strategic 

while short range plans are called tactical. Tactical plans react quickly to changes in the environment while 

strategic plans change when required by a drastic change in the environment or modified long term goals. 

Strategies are general principles that help the planner generate and select goals and plans. Strategies as 

used by BDW are similar to military strategies guiding the development of a plan to attack the enemy. 

BDW create a strategy hierarchy to direct planning. Planning means deciding which path to traverse down 

the strategy tree. Goals and plan scripts (plan scripts are lists of actions to be taken) are associated with 

each node in the strategy tree. Executing the plan is to execute each of the scripts at each node. Moving 

down the strategy tree one finds scripts dealing with shorter term events and new goals to which the planner 

must react. At each node decisions have to be made. In the real world, decisions have to be made under 

conditions of uncertainty. BDW use the uncertainty calculi of RUM/PRIMO (explained in the next 

paragraph) to aggregate the uncertainties associated with the multiple proof paths contributing to each 

decision. They also introduce the role of prior experience in the context of planning. Prior cases are treated 
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as additional sources of information influencing the decision process. RUM/PRIMO is used to combine 

multiple cases into the planning process. 

RUM is a software program for reasoning with uncertainty. Its approach consists of decomposing the 

problem into three layers: representation, inference and control. The representation layer is the interface 

used to capture information for the inference and control layers. The inference layer provides the 

uncertainty calculi with which conclusions can be drawn. Five uncertainty calculi are provided. The third 

layer, control, selects which calculus is right for the context of the problem. 

The architecture proposed by BDW has many strengths. It works in a constantly changing dynamic world. 

The strategic and tactical planning modes allow for a coherent combination of long range goals and overall 

objectives with short range responses to dynamic changes. It admits uncertainty and allows experience to 

be included into the reasoning process. The drawback is that there is no experience with this architecture in 

real-time control systems. 

Putting the Puzzle Together 

Each piece of the puzzle has something to offer to completing the picture. ISIS introduces constraints into 

the scheduling of jobs. Its model is very flexible and can include most every constraint conceivable. 

Lagrange relaxation provides a computational vehicle that provides an estimate of how close its schedule is 

to an optimal schedule. Real-time systems point out the problems associated with operating any embedded 

controller in real time. Any sensor manager design will have to tackle and solve those problems. DEDS 

has the potential to apply the whole body of literature developed for control systems to the scheduling 

problem. AI planning techniques merge strategic and tactical planning in dynamic and uncertain 

environments. These are the pieces. The challenge is fitting the pieces together. 
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Abstract 

A specialized light gas gun firing cycle, developed by Thomas Dahm of Astron Research and Engineering and 

named by him the Wave Gun, is investigated as a candidate for launching models in a ballistic range to high speed 

with relatively low model loading. The Wave Gun firing cycle features a very light piston which oscillates during 

the shot and produces a series of shock impulses on the model. A light gas gun interior ballistics code that 

simulates the Wave Gun firing cycle was used to evaluate launcher performance for a matrix of launcher geometric 

and launch parameters. A Wave Gun test facility, designed and constructed by Astron, was used to provide data 

with which to verify the fidelity of the simulation code. Pressure histories were recorded in the combustion 

chamber, the pump tube exit, the nozzle exit and at three axial stations along the launch tube. In addition the first- 

pass piston velocity and the model muzzle velocity were determined. Two test shots were fired. During the second 

shot a nozzle structural failure occurred and further testing was suspended pending fabrication of a new nozzle. 

The data acquired from the tests were not sufficient to verify the numerical model. However, the tests did provide 

experience in operation of the gun and data acquisition, and they provided insight into the status of the numerical 

model and the direction that future testing should take. A plan is presented for numerical and experimental studies 

to identify parameter sets that produce high velocity with moderate model loading. Initial testing and analysis will 

be devoted to validation of the gun cycle simulation code. Then parametric studies, supported by appropriate tests, 

will be carried out. Six parameters identified for consideration in these studies are propellant type and weight, 

helium charge pressure, pump tube volume, piston start pressure and model start pressure. Launch tube and model 

configurations will be held constant. 
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A RESEARCH PLAN FOR EVALUATING 

WAVE GUN AS A LOW-LOADING MODEL LAUNCHER 

FOR HIGH SPEED AEROBALLISTIC TESTS 

Robert W. Courter 

Jason J. Hugenroth 

Introduction 

In 1981 Thomas Dahm of Astron Research and Engineering invented a unique firing cycle that provided the 

potential for weaponization of the light-gas gun. He called the device Wave Gun1. Essentially, it employed a very 

light piston in conjunction with a long propellant burning time and a high light-gas charge pressure to produce an 

oscillatory piston motion that, in turn, caused propellant burning rate fluctuations and multiple pressure pulses on 

the projectile. Analytical studies in conjunction with some crude experiments led to the suggestion that with 

appropriate tailoring of the gun and shot parameters, a high muzzle velocity could be achieved within the bounds 

imposed by weapon design. An interesting by-product of that study was the possibility of designing a cycle that 

could achieve a high muzzle velocity with a relatively low loading on the projectile1. It is advantageous in free- 

flight aeroballistic testing to have the capability of launching fragile models to high speeds without imposing 

destructive loads on the model. It is this prospect that Wave Gun might be used as a low-loading model launcher 

that motivates the present study. 

In 1992 the Astron Wave Gun test apparatus was acquired by the Ballistics Branch of the Armament Directorate of 

Wright Laboratory, Eglin AFB, Florida. This facility has been activated for experiments to support the present 

study. The experimental results achieved will aid in validating a numerical simulation of the Wave Gun firing 

cycle. The objectives of the present study are to develop a simulation code, initiate the validating experimental 

program and provide a plan for future research that will produce an evaluation of Wave Gun as a "soft launch" 

aeroballistic model accelerator. 

The Wave Gun Concept 

A conventional gun uses an explosive propellant to accelerate a projectile in a launch tube. For a given 

configuration the muzzle velocity of such a gun is limited because some of the energy from the propellant must be 

expended to accelerate the heavy propelling gas. This difficulty is circumvented in the two-stage light gas gun. 

This gun features a chamber of light gas (the pump tube) between the propellant chamber and the projectile, sealed 

from the propellant gas by a moveable piston and from the projectile by a frangible diaphragm.   Here the 
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propellant gas drives the piston which, in turn, compresses the light gas. Ultimately, the frangible diaphragm 

ruptures, and the compressed light gas accelerates the projectile through the launch tube. The high velocities 

attainable by this type of launcher make it attractive for use in free flight aeroballistic testing. It is standard 

practice in aeroballistic testing to use an "isentropic compression" firing cycle for the light gas gun. This cycle 

employs a heavy piston to produce a continuous, almost isentropic, pressure rise which eventually propels the 

model smoothly without large pressure spikes (Figure 1). The Wave Gun cycle, on the other hand, uses a very 

light piston that simply acts as a barrier separating the propellant gas from the light gas. This firing cycle 

routinely features an oscillating piston which alternately compresses and expands the propellant gas, producing 

fluctuations in burning rate and driving pressure. Some characteristics of a typical Wave Gun cycle are shown in 

Figure 1. It has been shown that this type of cycle can be optimized to produce very high muzzle velocities within 

the constraints of gun design2. It is also believed that high velocity shots with low model loading are possible 

through judicious selection of launcher geometric and shot parameters. 

Firing Cycle Simulation 

To investigate the capabilities of Wave Gun as a low-loading launcher a firing cycle simulation program has been 

constructed. The light gas gun code currently used at the Arnold Engineering Development Center (the "AEDC 

code") is used as the basic simulation engine. The code was originally developed by Piacesi, Gates and Seigel3, 

and it has been extensively modified by DeWitt4. The code uses a von Neumann-Richtmyer time-stepping 

procedure with artificial viscosity for integration of the fundamental equations of motion, a power law relationship 

for propellant burning rate and a virial-type real gas model for the light gas (in this case, helium). The present 

authors have modified the code to be compatible with the requirements of the experimental program. In addition 

provisions are made to alter treatment of propellant conservation laws, piston and model release and friction and 

pump tube heat transfer . These adjustments will be guided by the results of the experimental program. 

Experimental Facility Description 

The Astron Wave Gun 30mm test facility was assembled at Eglin AFB to provide experimental support for the 

present research program. The gun was originally designed to investigate potential firing cycles for light gas gun 

weaponization, a program requiring flexibility of configuration. This flexibility was achieved by using a massive 

steel tube to contain the internal parts of the launcher where very high pressures are generated. A schematic of the 

gun is shown in Figure 2. The main components of the gun are the internal breech plug and ignition system, the 

propellant chamber, the polypropylux piston, the pump tube liner, the nozzle, the aluminum model and the launch 

tube. The parts subjected to high pressure are contained under compression in the outer tube by a breech plug at 

one and and a barrel nut at the other. A spacer is used to permit adequate compression of the internal parts. The 

original facility had three different sets of components so that the internal volume relationships could be 
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parametrically investigated. However, only the configuration shown in the figure is possible at the present time. 

Detail drawings of the gun components are shown in the Appendix. 

Helium gas is supplied to the pump tube through a fill valve which is not shown in the figure. A black powder 

primer is used in the spit tube, and the main propellant is bagged and wrapped around the spit tube. Ignition is 

with a 50 volt electrical pulse. The piston is actually screwed into the pump tube end of the propellant chamber. 

Piston motion begins when the combustion pressure is sufficient to shear the polypropylux piston threads. Thus, 

the number of piston threads engaged determines the piston start pressure. The model is simply an aluminum 

cylinder with integral flange. Model motion begins when the driving pressure is sufficient to shear the flange. 

The shot start pressure is therefore determined by the flange thickness and material. 

There are thirteen instrumentation ports in the gun, nine in the high pressure tube and four in the launch tube. It 

is important to note that the positioning of the internal parts must be precise so that these ports are open. In this 

regard it is essential that when the gun is being sealed prior to firing, the breech plug and barrel nut must be 

tightened simultaneously so as not to disturb this instrumentatin port alignment. The position of the ports and the 

designation of those used for the tests of this program are indicated in Figure 3. Transducers 3, 8 and 9 provide, 

respectively, the propellant chamber pressure, the nozzle entrance pressure and the nozzle exit pressure. 

Transducers LT1, LT2 and LT3 provide pressures at the repective launch tube locations. Ports 4, 5 and 7 are used 

for breakwires that signal passage of the piston during its first travel down the pump tube. 

Figure 4 is a schematic of the overall setup for the Wave Gun tests. Each quartz pressure transducer was 

connected through a charge amplifier to a digital oscilloscope. The transducers were set to trigger simultaneously 

from the signal of the first transducer. The breakwires were connected across two gated digital timers to provide 

the elapsed time for piston passage between the breakwire stations. Two infrared sky screens were used in the 

same way to determine the approximate muzzle velocity of the projectile. Finally, a Doppler radar unit was used to 

determine the projectile trajectory from launch tube exit to the model-catching bunker. It is intended that this unit 

be used for downbore velocity measurements in later tests. In addition a VISAR unit (Velocity Interferometer 

System for Any Reflector) will also be available for down-bore measurements in later tests. 

Experimental Results 

The Astron Wave Gun was assembled and commissioned at Eglin AFB during the present summer research 

program. In Reference 2 some data from previous firings of the gun are provided. Since the gun had not been 

fired in about seven years, it was deemed adviseable to initiate the new firing program by duplicating a low 

performance shot from the previous program. However, even this was not exactly possible because a supply of the 
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tfodel Piston start Model start Helium 
(gm) pressure pressure charge 

(psi) (psi) pressure 
(psi) 

111.6 3100 34800 900 
111.6 3100 34800 1600 

same propellant and a supply of high pressure helium were not available. The propellant deficiency was not of 

major importance for the first shot, and M30/19 MP propellant was used. The helium deficiency was important. 

The Wave Gun uses a low volume pump tube and light piston. The low volume necessitates using helium at 

unusually high pressure in the pump tube. Standard light gas guns use helium pressures of about 200 psi. The 

Wave Gun pressures are between 2500 and 4000 psi. This high pressure plays an important role in the piston 

behavior, particularly with regard to piston speed during the cycle. The parameters for the two shots that made up 

the present experimental program are shown in the table below. 

Shot number       Propellant Primer 
weight (gm)    weight (gm)    weight (gm) 

1 1304 18.2 
2 1304 18.2 

The radar was not available for Shot 1 so the muzzle velocity was estimated from sky screen measurements (see 

Figure 4). The radar was used instead of the sky screens for Shot 2. 

The results of the two shots were disappointing. No data were acquired from Shot 1. The instrumentation trigger 

was activated by the firing switch. One possible cause for the failure was a delayed ignition which caused the 

scope to sweep prior to the main part of the firing cycle. Another was a possible short in the trigger circuit. The 

transducer traces indicated negligible activity, so it is not possible to determine the exact cause. The sky screens 

did not give an indication of projectile passage, so it seems likely that their circuit suffered a short during the early 

stages of the shot. The piston, the model and the sheared model flange were all recovered. The piston was 

partially deformed and wedged in the nozzle throat. The model separated cleanly from the flange in a pure shear 

failure, indicating failure at a pressure that was near the design value. There was no damage to the steel backing 

washer or to any of the gun components. Some very mild erosion, probably from blow-by, was detected on the 

upstream nozzle face. The physical evidence after the shot and the relatively low helium charge pressure suggest 

that the Wave Gun operated in a fashion close to that of a standard light gas gun. The numerical simulation of this 

shot indicates something else. A discussion of the numerical simulations and the experimental results for both 

shots is given in the next section. 

The second shot was triggered with the propellant chamber pressure transducer, so ignition delay was removed as a 

factor in data acquisition. Some experimental data were acquired for this shot. Pressure traces from the nozzle 

entrance, the nozzle exit and the first launch tube station were recorded. Also, the elapsed time for piston travel 

between ports 4 and 5 and the radar track of the projectile (including the muzzle velocity) were acquired.  The 
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other sensors failed to provide any data. The data acquired are shown in Figure 5. The radar track, which is very 

reliable, indicates a muzzle velocity of 5800 fps. The pressure traces, however, are suspect. Since the 

instrumentation was to have been triggered from the pressure sensor in port 3 (at the propellant chamber), it would 

be expected that the transducers at the pump tube and nozzle exits would initially indicate a low pressure followed 

by a sudden rise in pressure as the pump tube gas is compressed by the advancing piston. Each of the actual traces 

shows a high value at the triggering time and an uncharacteristic trace. These traces do provide an indication of 

the pressure levels in the gun, but it is surmised from the previous arguments that these are probably not maximum 

values. The pressure trace from the launch tube transducer has the appropriate characteristics. However, it is 

impossible to assess the timing of the pulse in light of the triggering difficulties with the other transducers. It is 

obvious that this shot experienced at least a double compression by the piston. The piston was extruded through 

the nozzle and launch tube and propelled down range. The model was not recovered, but the model flange had a 

jagged edge indicating a combined stress failure. This would seem to indicate that the pressure was high enough to 

disturb the seal between nozzle and launch tube. The steel backing washer was also eroded. Most importantly, 

however, the upstream nozzle face was found to be severely eroded by blow-by and several stress cracks, one quite 

severe, were in evidence. In addition, the inside surface of the steel gun shell was eroded at the location of the 

pump tube-nozzle joint. All of this evidence points to a very powerful shot that was particularly hard on the nozzle 

structure, probably because the charge pressure of the helium was below that used by Astron in their initial tests 

with this gun. 

Simulation Results 

The results of the two simulations are summarized in the following table. In addition the behavior of piston and 

model for the two cases is show in Figures 6 and 7. 

Shot Number Muzzle Maximum Maximum Total Cycle Model Release 
Velocity Base Pressure System Time Time 

(fps) (psi) Pressure (psi) (ms) (ms) 
1 4916 50000 170000 7.27 4.39 
2 5805 46000 92000 8.26 5.92 

Comparison of these simulations with the experimental results prompts some interesting observations. The 

simulated results for Shot 2 compare very favorably with the experimental data. The system pressure indicated by 

the simulations is not consistent with what can be gleaned from the experimental results in that it would be 

expected for the higher pressures to occur for Shot 2 where some structural damage and complete piston extrusion 

occurred. Having made these observations, it is now appropriate to consider each simulation separately. 
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The plots of Figure 6 indicate that the model in Shot 1 was released at the second compression by the piston. The 

relatively large amplitude of the piston oscillation would suggest a pressure fluctuation that would yield a lower 

average driving pressure than would occur with smaller piston oscillations. Thus, the muzzle velocity would 

suffer accordingly. This would also indicate that the release load would be softer. It is apparent from the model 

trajectory that a third compression reaches the model before it leaves the launch tube. 

The simulated results of the second shot tell a different story. The model is launched just at the third compression 

by the piston. Note that the piston osicillates at a lower amplitude than occurs for the first shot. Thus, a larger 

load is imposed on the gun structure and the model. The calculated muzzle velocity and maximum base pressure 

are surprisingly close to the experimental results for this shot. At this point of the investigation the descrepancy 

that occurs in the maximum base and system pressure for the two shots cannot be adequately explained. It is 

obvious that we have a long way to go to have a validated simulation code. However, we have made a beginning, 

and the results achieved so far are not drastically unreasonable. 

Future Research 

The present research effort has been disappointing in that no measurements have been made that can be used 

directly in verifying the simulation code. However, the experience gained in assembling and firing the Wave Gun 

has been valuable, and the lessons learned regarding data acquisition have considerably raised the probability of 

success with future tests. It is important, then, to plan carefully for the next series of tests so that the maximum 

benefit can be gained. The following general observations are important: 

1. All instrumentation mounted on the gun should be activated with a common trigger. The propellant chamber 

pressure transducer is a good choice for this trigger. 

2. It would be advantageous to connect the breakwires into the system such that the elapsed time from trigger to 

wire disconnect can be determined for each wire. 

3. All sensors should be recorded on a unit with a common time base. It is also advantageous for the data to be 

easily transferable to a computer. Consideration should be given to activating the 12-channel Soltec recording 

unit. 

4. High pressure helium (over 3000 psi) should be available for the tests 

5. If possible, in-bore measurements of velocity with a VIS AR or Doppler radar should be made. 

At least the first three tests in the new series should be aimed at duplicating results reported by Astron in Reference 

2 for three different test conditions. These tests will provide definitive information on the piston and model start 

conditions, the performance of the propellant and the behavior of the piston.  Also, careful attention to the wave 
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timing and pressure levels should provide some insight into the heat transfer and friction models in the code. Prior 

to the initiation of new tests the simulation code will be modified to account for spatial property changes in the 

propellant chamber and mass transfer from the gun liner into the surrounding space. Guidance for these revisions 

will be provided by the experimental results reported by Astron. Since the objectives of our program are somewhat 

different from those reported by Astron, it is not possible to specify the testing matrix for the additional tests 

required to validate the simulation code. As with any investigative effort, the direction taken will depend on the 

results of the most recent tests and analysis. However, six parameters will be considered initially.during the 

program. These are propellant type and weight, helium charge pressure, pump tube volume, piston start pressure 

and model start pressure 
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Conventional Light Gas Gun 

Piston 

Wave Gun 

Piston 

Projectile Projectile 
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Heavy piston. 

Low charge pressure. 

Large pump tube volume. 
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Light piston. 

High charge pressure. 

Small pump tube volume. 

Figure 1. Comparison of Wave Gun and Conventional Light Gas Gun firing cycles. 
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S       6 12 

2 3 4 10        11 

No. Part Length (cm.) Diameter (cm.) Mo. Part Length (cm.) Diameter (cm.) 
1 Breach plug (outer) - - 7      Piston 10.29 11.43 
2 Spacers 11.47 13.29 8     Pump tuba 49.43 11.43 

16.04 13.29 9     Nozzle 7.67 11.43 
22.91 13.29 10   Projectiles 5.715 3.00 

3 Breech plug (inner) 12.07 13.29 6.033 3.00 
4 Igniter - - 6.350 3.00 
5 Spit tube - - 11    Barrel nut - - 
6 Propellant chambers 18.67 

23.25 
28.19 

11.43 
11.43 
11.43 

12   Launch tube 243.84 3.00 

Figure 2. Astron Wave Gun Test Apparatus 

LT2 LT4 

1        2        3 456       789 LT1 LT3 

No. Location (cm.)* Use No.              Location (cm.)** Use 
1 45.72 Not active LT1              45.72 Pressure transducer 
2 60.96 Pressure transducer LT2             76.20 Pressure transducer 
3 71.12 Not active L73              137.16 Pressure transducer 
4 81.28 Break wire LT4              198.12 Not active 
5 91.44 Break wire 
6 101.60 Not active 
7 111.76 Break wire 
8 121.92 Pressure transducer * Measured from A 
9 128.11 Pressure transducer ** Measured from B 

Figure 3.  Instrumentation ports on Astron Wave Gun 
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No.   Instrument Model 
1 Piezeoelectric pressure transducers 
2 Breakwires 
3 Universal counters 
4 Charge amplifiers (1-4) 

Charge amplifiers (5-6) 
5 Digital oscilloscopes 

6 Flashers 
7 Flash control unit 
8 Camera 
9 Radar 
10 Sacrificial mirror 
11 Radar analyser  

Kistler 60704 

HP5315B 
Kistler 504E4 
PCB 463A 
Nicolet 4094B 
Hi Techniques HT-600 
Hadland Photonics 
Hadland Photonics CU-2 
Hadland Photontics SV-553BR 
Opos Electronics 

Terma DR-5000   

Figure 4.   Experimental test setup 
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Model Radar Track for Shot 2 
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Figure 5. Experimental Results 
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Figure 5. Experimental Results (Concluded) 
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Piston Trajectory for Shot 1 
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Figure 6. Numerical Results for Shot 1 
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Piston Trajectory for Shot 2 
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Figure 7. Numerical Results for Shot 2 
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LONGITUDINAL WAVES IN FLUID LOADED COMPOSITE FIBERS AND FIBERS 
EMBEDDED IN A SOLID MATRIX 

VINAY DAYAL 

Assistant Professor 
Aerospace Eng. and Eng. Mechanics Dept. 

304 Town Eng. Bldg. 
Iowa State University 

Ames, IA 50011 

Abstract 

The theoretical model for longitudinal waves traveling in a transversely isotropic fiber in a transversely 

isotropic matrix has been developed. The f iberf irst is studied in a fluid and then in the solid matrix. Dispersion 

curves for various modes of wave propagation in fiber, a hollow tunnel and then, the fiber in a matrix, have 

been obtained. The governing equations for a damage zone around the fiber have been derived. The damage 

is modelled as a thin layer of material as well as a massless spring. 
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LONGITUDINAL WAVES IN FLUID LOADED COMPOSITE FIBERS AND FIBERS 

EMBEDDED IN A SOLID MATRIX 

VINAY DAYAL 

INTRODUCTION 

A major damage mode in reinforced composite is the inability of the fiber to form a good bond with the 

matrix. This results in the damage accumulation on the surface of the fiber, which on subsequent loading 

can lead to major failure. During my work at the Wright-Patterson AFBI have been involved in the develop- 

ment of a theoretical model for the characterization of the fiber-matrix debonding in the continuous fiber com- 

posites. The major focus of this work has been to study the ultrasonic wave propagation in fibers embedded 

in a matrix. The waves will be travelling in the axial direction of the fiber and as they progress, they will leak 

energy into the surrounding medium (or matrix). Now, if the bonding between the fiber and matrix is good 

then we will observe good bonding and if not, then the bonding will be weak. Matikas and Karpurfl] have stu- 

died the phenomenon of the interface debonding by the use of reflected shear waves. Here they produce 

shear waves in the matrix which are reflected from the fiber matrix interface and the interface characteristics 

can be measured. They have modelled the interface as a massless spring of stiffness which characterizes 

the interface. One disadvantage of the method isthat if there are fibers very close togetherthen experimental- 

ly it is difficult to focus on a single fiber. If the waves can be propagated along the fibers then this limitation 

can be resolved. The disadvantage will be that the fiber ends have to be accessible. Also, as will be shown 

later both the normal stiffness and shear stiffness of the interface can be modelled in this mode. 

DETAILS OF THE WORK DONE 

The first task during this work was to start with a fiber in a fluid and then introduce the constraining effect 

of the fluid on the fiber. This is analogous to the pressure due to the residual stresses on the fiber. Dayal(2) 

has analyzed the effect of fluid on the wave propagation in a fiber and the derivation could be applied here. 

These equations were modified to include the pressure effects and an analytical analysis shows that the fluid 

pressure will not produce any effect on the wave propagation in the fiber. This can be explained easily as 

the wave propagation is a transient phenomenon while the static loads will not effect the transient phenome- 

non. A more mathematical explanation is in order and is as follows. 

The coordinate system used here is as shown in Fig. 1 
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Fig. 1 The coordinate system 

The waves in the fiber can be represented by, 

(1) 
U7 = [- AyJx(yr) - BJ^ik] exp[i(kz - cot)] 

W™ = [AikyJ0(yr) + BrjJ0(r]r)ik] exp[i(kz - cot)] 

where U is the radial displacement, W is the axial displacement, A and B are arbitrary magnitudes, r is the 

radius of the fiber, k is the wave number, to the circularf requency, t is time, J0 and Ji are the Bessel's functions 

of first kind and zero and first order, y and r\ depend on the elastic constants of the materials and are defined 

as 

r-±j QQ)2 - k2(Cl3 + 2C55) 
«7 =   ± 

QO)2 - C 55 
cn ~ ^13 ~ C 55 

From elasticity we can write the relation between stress and strain, 

ex = Snax + Su0y + Snaz 

Ey   —   Si2°x  +   S22^y  +  ^23^ (2) 

For the case of hydrostatic pressure on the fiber the stresses will all be equal to the applied pressure, po 

ox = oy =  - p0 ;     az = 0 (3) 

Thus, the strains now can be written in terms of the external pressure, 

£x (Sn + Sn)Po; £y =   - (Sl2+S22)Po ',   Sz =   - (S13 + S23)p0 (4) 

or in terms of displacement, 
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dU? ^C       j.  C    \n dW°    _    _ /e        ,    C    ^n (5) 

Integrating this equation we obtain the displacement field given by, 

U°r  =  - (Sn + Sl2)por + C   ; C = 0 as U° = 0 at r = 0 (6) 

The constant of integration vanishes due to the boundary condition. Going back to the wave equation in fibers, 

the boundary condition for the fiber under fluid loading denoted by p (this is the inertial loading in the form 

of pressure) and a static pressure po are given by, 

On  =   - P - Po 

Ur   =   IT?  +  U°r & 

W  =  W™  +  W° 

Here superscript w denotes the water loading and 0 denotes the static pressure. Now the boundary conditions 

can be written in terms of the displacement, 

r dur   r ur   r dw = _D_D 

c\\-^r + cn-r + ci3-^~ + Cn-5T + W2— + ci3 M ■n-dF""" Cl2~ "■" Cl3_äT "•" ^n~dF "■" W2~     13~ä7 = -p -Po 

In the above equation we take just the static pressure terms and write them in terms of the compliance coeffi- 

cients, S.as 

(9) Cn[- (Sn + Sl2)p0] + C13[- (Sn + S12)p0]Cl3[- (513 + S23)p0] 

The compliance terms can be replaced by the stiffness terms.C, using the following relations 

_  C22C33 - C§3 c      =  C12C23 ~ ^13^22 
sn ^ c 

_ C13C23 - CnC33 „     _ Cl2Cl3 - C23Cn 
bl2 r °23 _ r 

Finally, for a transversely isotropic case (Cn = C22) the static pressure on the right hand side is equal 
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to the stresses developed due to the pressure and cancels on the two sides of Eq. 8 

-        Pol £ ] 

=   -Po 

It is readily seen that this analysis is valid under the following conditions, 

1. Principal of superposition holds 

2. Small displacement, 

3. within elastic range, 

4. Transversely isotropic. 

Another effect of the fluid pressure is the change in the density of fluid. The pressure and fluid density 

are related by the relation where Ev is the Bulk Modulus of the fluid, defined by the relation. 

£v = ^ dg/g (10) 

The change in density of water (Ev = 2.15 GPa.) to the applied pressure is presented in Table I. This 

shows that very little change in fluid pressure takes place under the hydrostatic loads applied in the experiments. 

Now if the effect of fluid on the governing relation of wave propagation is studied it is observed that the fluid density 

and the longitudinal and shear wave speeds in the fiber are parts of the fluid loading terms. Hence theoretically it is 

possible to measure the attenuation and from it deduct the changes in the wave speed in the fiber. But experimentally 

this is a formidable task as the attenuation measurement is difficult and the accuracy of measurement is generally low. 

0 % change 
1 MPa 0.05% 

100MPa 4.65% 
500MPa 23.26% 

Table I Effect of Pressure on the density of water. 

Now, Dr. Renee Kent has made measurement of the wave speed in a SiSc-6 fibers with the application 

of pressure and she has observed a reduction in wave speed. The reason for the observation is not clear. 

The analysis of my work shows that if we treat the material linear and transversely isotropic then there should 
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be no change in wave speed. The observed change can be conjectured due to the fact that the fiber is not 

an isotropic material but comprises of many layers. If the outer layers are not uniformly bonded to the inner 

core and as the pressure is applied the debonding is reduced, even though the contact if mechanical the re- 

duction in the wave speed can be real. Another reason for this change in wave speed could be the closing 

of the micro-cracks in the fiber and thus increasing the apparent density of the material. Third reason for 

the observed change could be due to the fact that we assume that the fiber material is linearly elastic and 

we use the principle of superposition. Any nonlinearity in the fiber properties, or the second order nonlinear 

material properties could be picked up which show up as the change in velocity. The observations should 

be further investigated. Some suggested experiments are: 1. Change the frequency of experiments, 2. use 

different lengths of fiber under compression, 3. Polish the ends of the fiber so that the speckle effect of trans- 

verse displacement can be removed and pure longitudinal modes can be observed. 

FIBER IN A SOLID MATRIX 

We will now study the wave propagation in a fiber in a solid matrix. Wave propagation in a cylindrical fiber 

was first solved by Pochammer[3] and Chree [4,6]. Since then a significant work has been done in this field, 

see Thruston[7]. The cladded fiber problem has been solved by a few researchers, the most recent one being 

Simmons et al. [8]. They have all assumed that the fiber is an isotropic material. In reality the fiber is trans- 

versely isotropic and hence I have modified these equation so that the anisotropy of the fiber, and of the ma- 

trix, if need arises, can be incorporated. A brief description of the derivation is is now presented.The stress 

displacement relation for a transversely isotropic fiber is given by the relation, 

Oyy 
c12 

cn cl3   0 

^22  ^23      ° 

0 

0 

0 

0 

du 
dx 
dv 
dy 

azz | 

ayz 
'     = Ci3 

0 
^23  C33      ° 
0     0    cu 

0 

0 

0 

0 

dw 
dz 

Oxy  \ 

0 
0 

0       0       0 
0       0       0 

C55 
0 

0 dv  ,  dw 
dz^~ dy 

du , dw 
dz"1" dx 

du  ,  dv 
dy~*~ dx 

(11) 

The Equation of motion, assuming no body forces is given by, 
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(13) 

Y,aijj = QÜi (12) 
y-i 

Combining Eq.s (11) and (12) we can obtain the differential equations for the displacement field of the 

motion. These equations are in the form of Bessel's equations and their solutions are very well known in terms 

of Bessel's functions. 

The displacement equations for such a problem can be obtained from the potential theory. The displace- 

ment and stresses in the fiber can be written in terms of the Bessel's function as, 

Ur = [- AyJ^yr) - BJ^ik] exp[i(kz - cot)] 

W = [AikJ0(yr) + BrjJ0(Tjr)] exp[i{kz - cot)] 

*r = AC55[- likyJfyr)] + BC55[(k2 - tfVifor)] 

<f = A$(CU - C^J^yr) - (C13k
2 + Cny2)J0(yr)] 

+ Bik[(Cn - Cn)J-^p- - (Cn - C^rjJ^r)] 

The displacement field and stresses in the matrix can be written as 

Ur = [~ CyK^yr) - DK^rj^ik] exp[i(kz - (of)] 

Wc = [Ck K0(yr) - DTjK0Qjr)] exp[i(kz - cot)] 

rc = CC55[- likyK^r)] + DC55[(k2 + rj^K^r)] 

<f = C$(Cn - Cn)Kx{yr) + (- Cnk2 + Cny2)K0(yr)] 

+ Dik[(Cn - C12)^S + <Cn - Cl3)t]K0(T!r)] 

here Ko and Ki are the modified Bessel's functions of the second kind. 

The problem now has four boundary conditions, 

<frr + (frr  +  00   =  0 

(frz + 0°rz   =  0 

Ur
r = Uf 

Wr = Wc 
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When the boundary conditions are applied, a set of four equations are obtained. The terms of the 4X4 matrix 

are; 

rn = l^n " C^Jfta) - {Cl3k2 + Cny2)J0(ya) 

rn = mcn - C12)^p- - (Cu - Cl3)VJ0(ria)} 

n3 - a(Cn - Cn)Kfya) + (- Cl3k2 + Cny2)K0(ya) 

T\A = mcu ~ Cn)^ß + (Cn - Cl3)t}K0(Va)] 

r2\ = C55[-UkyJiiya)] 

T22 = C55[(k2 - ri2)!^)] 

r23 = C55[- likyK^ya)] 

TW - C55[(^ + Ti^iTja)] 

r3i = -yJ\tya) 

Tr
32 =  — J^rja^k 

T33 - yKifya) 

7|4 = K^rjaW 

Tr
u = ikJ0(ya) 

r24 = VMV^ik 

r3A =  - ikK0(ya) 

and of course Det [7] =0 is used to obtain the dispersion curves. 

RESULTS AND DISCUSSION 

The matrix [T] has been solved numerically. It will be noticed in these equations that the wave number 

k can be complex, where the imaginary part provides us with the attenuation. The Bessel's functions J and 

K can also be complex and this can be seen from Eq. 1. The value of the longitudinal and shear wave veloci- 

ties will determine if y and r\ are real or imaginary. Hence the programming is done for all terms in complex 
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plane. 

To check the validity of the program the 4x4 matrix was used but smaller portions of it were actually used 

in the calculations. First, it was assumed that the cladding did not exist and so the density of the cladding 

was made zero and the dispersion curves were obtained for a fiber in vacuum. The results are shown in Fig. 

2 by triangles. Next, it was assumed that the cladding had infinite stiffness, which simulates the condition 

that the fiber has the Dirichlet type boundary conditions, ie, the outer surface had zero displacement and the 

dispersion curves are shown as circles in Fig. 2. It is interesting to note that the fiber mode of low frequency 

has totally vanished in the Dirichlet fiber. Also, note that there can be no generalization made about the 

change in wave velocity between the two modes. Depending on the location at the dispersion curve the velo- 

cities may be higher or lower. 

20.0 

W 
3 
E 
E 

O 
o 
-I 
LU 
> 
UJ 
CO 
< 
X 
Q. 

15.0 - 

10.0 

5.0 

0.0 
0.0 2.0 4.0 6.0 8.0 

FREQUENCY^ADIUS (mm*MHz) 
10.0 

Fig.2 Dispersion curves for a free fiber (zero traction on surface) shown by triangles, and fiber under Dirichlet 

boundary condition (zero displacement on surface) shown by circles. 

In the second set of tests it is assumed that the fiber does not exist and there is a tunnel in an infinite 

block of aluminum. The wave propagation along the surface of the tunnels is shown by four different modes, 

as shown in Fig. 3. These modes correspond to the + or - sign of the y and T| as defined in Eq. 1. 
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Fig.3 Dispersion curves for a tunnel in aluminum, model ( Y +ve and r\ +ve), mode 2 ( Y -ve and r\ +ve), 

mode3 ( Y +ve and TJ -ve), mode 4( Y -ve and T| -ve). 

Figure 4 shows the case where the surface of this tunnel is considered rigid, i.e. Dirichlet type boundary 

condition. In this case the velocity has a cutoff point at the longitudinal wave velocity in aluminum and rises 

slowly and becomes invariant with frequency. This is analogous to the Raleigh wave velocity on a plane sur- 

face. Thus, it is seen that a various interesting modes of wave travel can be generated from these equations. 
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Fig.4 Dirichlet mode dispersion curve for a tunnel in aluminum. 

Finally, in Fig. 5 the dispersion curves for a free fiber and a fiber embedded in the matrix are presented. 

It will be observed that at the low frequency range the data is scattered all overthe place. Careful observation 

in this region shows that there are some lines emanating from the origin. It is not very difficult to show that 

if we take the limit of frequency tending to zero then the roots converge to the origin. Hence we can confidently 

state that all the dispersion curves for the embedded fiber will originate from the origin. The problem of obtain- 

ing dispersion curves is complicated due to the fact that there are many modes present close together and 

the convergence methods used in the software are not able to discern them. This tells us the need for some 

sophisticated numerical techniques and very fine search for the modes. This is not impossible and will take 

some hard work and careful search for the roots. At this stage of work I have not been able to obtain good 

convergence of the complex part of the roots and hence the trends can not be shown for the attenuation 

curves. 

Now, as mentioned earlier, the wave propagation in the fiber enclosed in a matrix will leak energy into 

the matrix. This is the attenuation part of the wave number. In reality there will be two components of the 

attenuation, one which is due to the natural absorption of the energy by the material and the other due to the 

leaky part. We assume that the natural absorption component is small in comparison to the leaky part and 
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hence in any measurement the only the leaky part will be considered. 
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Fig. 5 Dispersion curves for a free fiber, circles, and fiber in matrix triangles. 

MODELLING OF THE FIBER-MATRIX INTERFACE DAMAGE ZONE 

This problem can be attempted in two different ways. 

DAMAGE AS CYLINDER MODEL In this model the interface layer is assumed to be a thin layer of material 

whose properties are known. In this case the governing equations for the fiber and the cladding remain same 

as shown earlier but the interface displacement and stresses can be represented by 

Ud
r  =  - [CyJx(yr) + DyY^yr) + EJ^rjW + FY^rM 

Wd = [CikJ0(yr) + DikY0(yr) + ErjJ0(rjr) + FriY0(T}r)] 

4z = C55{C[- likyJ^yr)] + D[- 2ityY{(yr)]} 

+ C55{£[(^ - r,2)]^)] + F[(k2 - rj^Y^r)]] 
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ai = C$(cn - c^fyr) - (C13k
2 + Cny2)J0(yr)] 

+ D$(cn - c12)r1(yr) - (Cl3k2 + C ny2)Y0(yr)] 

+ Eik[(cn - Cn)^p. - (C„ - C13)rjJ0(r}r)] 

+ Fik[(cn - Cn)l^p- - (Cn - C13)r,Y0(T]r)] 

The set of boundary conditions can now be imposed to determine the unknown constants, 

1.   (fr + of = 0      @r = a 
2. xr

rz + xd
rz = 0 @r = a 

3. Ur
r  =  4 @r = a 

4. y/ = wd @r = a 
5. (4 + of = 0 @r = b 
6. xd

rz + xc
rz = 0 @r = b 

7. 4   =   Uc
r @r = b 

8. wd  = WC @r = b 

Limitations of this model are, 

1. The properties of the damage zone, ie its longitudinal and shear moduli should be known, 

2. The thickness of the damage zone should be known, and 

3. The governing equations are now 8X8 matrix and understanding the equations to get a good solution will 

be even more difficult. 

Even then it is not impossible to obtain the dispersion curves and it will be very useful to setup these equations 

and study the effects of various elastic properties on the dispersion curves. 

DAMAGE AS MASSLESS SPRING MODEL In this model the interface is considered as a massless spring. 

This formulation is similar to the work of Matikas and Prasanna [1] for the modelling of the interface. It is 

assumed that the interface is a massless spring of stiffness KT and KN Here KT is the shear stiffness spring 

and KN is the linear stiffness spring. 

We also assume the the interface is very thin layer and hence we can write the boundary conditions as 

<frr  + (frr   =  0 

trrz + tfz  = 0 

(frr   = KN [Ur
r - Uf\ 

Xrz   = KT [\/r - wf] 
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The first two are merely the equilibrium equations but the next two relate the stiffness of the interface 

to the displacement jump across the layer. This formulation has an added advantage that the residual stress 

are included in the boundary conditions. Residual stresses, will alter the stiffness coefficients and they are 

also written as the displacement jump across the thin layer. The square brackets show the jump across the 

interface. 

Based on this governing set of equations and the resulting matrix looks like; 

r r" M2 M3 TU    1 
7-21 T22 ^23 ^24 

Mi ~ KN
T

3\ M2 ~ KNT32 ~ KNT33 - KNTM 
T2\ ~ KTT4l T22 ~ KTT42 - KTTU - KT

T
44 

This equation can be studied in some details now. Let KT and KN become very small which means that 

the interface has no stiffness or the fiber is in the air. In this case last two equations will become the same 

as the first two and give us the governing matrix for the fiber in air. On the other hand when Kj and KN are 

very large then we can assume that Tu, T2i, T12, and T22 are small and hence the equations reduce to, 

Mi 
1*21 

~ KNT31 
- KTT4l 

M2 
T22 

KNT32 

M3 
T23 

— KtjT-i 

- KTTA2    - KTTU 

Tu    1 PM 
T24 \B 

KNTM lfil KTTU w 
=  {0} 

As can now be seen that the last two equations have terms which cancel out and we are reduced to the 

original set of equations. 

CONCLUSIONS 

The governing equations for a transversely isotropic fiber in a transversely isotropic matrix are derived. 

The solutions of these equations is obtained and the dispersion curves can be drawn. The computer code 

can obtain the complex wave number and hence the attenuation of the waves, or the leakage of the waves 

from the fiber into the matrix can be estimated. The damage around the fiber is modelled by two methods. 

First, it is assumed as a thin layer of finite width with elastic properties and the dispersion equations are ob- 

tained. Second, the damage zone is modelled as a infinitesimal thin layer represented by massless longitudi- 

nal and shear springs, and the governing equations are obtained. Computational solutions of these equations 

is being worked out. 
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WORK FOR THE FUTURE 

The numerical solution of these various formulations will be obtained and the complex parts of the wave 

equations will be calculated. These values will help us understand the wave propagation in damaged zone 

around the fibers and a quantitative measure of the stiffness reduction will be possible. The attenuation, or 

the leakage of the waves into the surrounding will tell the experimentalist which modes are useful and measur- 

able and which are not. Damage zone stiffness reduction will be calculated and measured by ultrasonic meth- 

ods and will help improve the interface to produce better composites. The work will be done in close collabora- 

tion with the researchers working at the base so that realistic values for the interface conditions can be put 

into the model and then experimental check of the model could be performed. 
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Abstract 

This report describes the possible use of wavelet transforms for detection of communication 

signals. An initial study was performed to assess the possible use of the discrete wavelet 

transform for detection of LPI spread-spectrum communication signals. A set of MATLAB M- 

files were developed for this purpose. They include a "fast wavelet transform" (FWT) and its 

inverse, as well as a number of graphical display routines which serve to present the wavelet 

transform in a number of different formats, as well as to be used as a tutorial by someone who is 

unfamiliar with this area. The FWT is implemented in C code as a MEX file, and executes very 

quickly on the Sparc 10 workstation. Timing tests show it to be faster than the MATLAB 

implementation of the FFT for vector lengths greater than 2048. (Note that the FWT is a k N 

algorithm, while the FFT is an N log N algorithm.) The results of this study indicate that the 

discrete wavelet transform can potentially be effective in this application. 
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DISCRETE WAVELET TRANSFORMS 

FOR COMMUNICATION SIGNAL DETECTION 

Jeffrey C. Dill 

Introduction 

This report describes the possible use of wavelet transforms for detection of communication 

signals. An initial study was performed to assess the possible use of the discrete wavelet 

transform for detection of LPI spread-spectrum communication signals. A set of MATLAB M- 

files were developed for this purpose. They include a "fast wavelet transform" (FWT) and its 

inverse, as well as a number of graphical display routines which serve to present the wavelet 

transform in a number of different formats, as well as to be used as a tutorial by someone who is 

unfamiliar with this area. The FWT is implemented in C code as a MEX file, and executes very 

quickly on the Sparc 10 workstation. Timing tests show it to be faster than the MATLAB 

implementation of the FFT for vector lengths greater than 2048. (Note that the FWT is a k N 

algorithm, while the FFT is an N log N algorithm.) 

Problem Statement 

The purpose of this work is to evaluate the use of the discrete wavelet transform in the particular 

application of LPI signal detection. Toward this end, the discrete wavelet transform and its 

inverse were implemented using MATLAB. An additional purpose of this study was to develop 

tutorial materials to present the concepts of wavelet analysis to individuals who are new to the 

this field. The software which was developed is presented below, followed by examples of its 

operation in detecting traditional communication signal formats, and recommendations for 

further research. 
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Software Operation 

Several MATLAB routines have been developed to evaluate the performance of the discrete 

wavelet transform in this signal detection application. This section provides the detailed 

instructions for operation of this software. The source code of these routines is included in the 

appendix. 

FWT 

To use the MATLAB implementation of the discrete wavelet transforms, perform the following 

steps: 

1. Initialize the wavelet filter banks. 

The first step is to initialize the wavelet filter bank coefficients. There are a large number of 

possible sets of wavelet basis functions which can be used for analysis, as described in the 

literature. A major area of future research will be to evaluate different wavelet bases for their 

appropriateness in particular applications, such as signal detection. All of the wavelet transform 

programs described here operate by specifying the particular wavelet filter coefficients as an 

input vector, in addition to the signal being analyzed. Thus the programs are general and can 

easily accommodate any wavelet chosen. 

There are four families of wavelets currently implemented in this package. Others can be easily 

added by writing a small m-file to generate the filter coefficients. The four currently 

implemented are: Haar, Daubechies, Lemarie, and Square-root Raised Cosine. 

They are invoked by entering the command: 

[h,g]=haar(n); 
[h,g]=daub(n); 
[h,g]=lemarie(n); 
[h,g]=sqrtrc(n,a); 
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Input arguments: 

n = the length (number of taps) in the filter. Note that the order of the filter is n-1. 

The following restrictions apply for n: 
haar: n is always 2, and the input argument is ignored, 
daub: n must be even and >=4. 
lemarie: n must be even 
sqrtrc: n must be odd and >4 

a is the roll-off parameter, and must be in the range 0<a<=l/3. [Jones] 

Output arguments: 

h = a row vector of length n, containing the coefficients of the "h" (i.e. lowpass) filter. 

g = a row vector of length n, containing the coefficients of the "g" (i.e. highpass) filter. 

2. Perform the Discrete Wavelet Transform. 

Once the wavelet filters have been chosen and initialized, the wavelet transform is invoked using 

the command: 

y=fwt(x,h); 

Input areuments: 

x = the sampled data signal you wish to transform, x must be a row vector whose length is an 

integer power of 2. 

h = the filter coefficients initialized in step 1. 

Output arguments: 

y = the discrete wavelet transform of x. y is returned as a row vector, of the same length as x. 

The components of y represent the coefficients of the wavelet basis functions, and must be 

interpreted dyadically, as follows: 
y(l) = the coefficient of the scaling function 
y(2) = the coefficient of the mother wavelet function 
y(3)-y(4) = the coefficients of the half-scale wavelet functions 
y(5)-y(8) = the coefficients of the quarter-scale wavelet functions 
y(9)-y(16) = the coefficients of the l/8th-scale wavelet functions 
etc. 
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3. Plot the DWT on a time-scale plane. 

One of the major advantages of the DWT is its time-scale representation, which is not obvious 

from the vector output obtained from step 2 above. In order to plot the wavelet transform for 

visual analysis, the routine waveplot has been implemented with several useful outputs. 

Waveplot is invoked using the command: 

y=waveplot(x,h,sf,pl,p2,p3,p4,'title') 

Input arguments: 

x = the input signal. 
h = the h filter coefficients. 
sf = the sampling frequency of x in Hz. This is used to set the time scale in the plots. 
pi = turn plot 1 on or off (p=0 turns plot off; p>=l turns plot on) 
p2 = turn plot 2 on or off (p=0 turns plot off; p>=l turns plot on) 
p3 = turn plot 3 on or off (p=0 turns plot off; p>=l turns plot on) 
p4 = turn plot 4 on or off (p=0 turns plot off; p>=l turns plot on) 
'title' = a title for marking plots (quotes included in input command) 

Output arguments: 

y = the DWT of x, identical to that in step 2. 

Plots: 

plot 1 - this plots the coefficients at each scale, with dyadic spacing so that time alignment with 

the input signal is achieved. It is equivalent to a series of cross-sections of the time-scale plane, 

one taken at each scale. This plot is the most useful, and is produced quickly. 

plot 2 - this plots the actual basis functions, scaled by their coefficients, which sum to produce 

the input, x. It is instructive initially, to develop a basic understanding of wavelet transforms, but 

has limited value as an analysis tool. It is also slow, since it must compute numerous inverse 

transforms to produce the basis functions. 
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plot 3 - this plots the basis functions summed by channel. Again, it is initially instructive, but is 

of limited use in actual analysis, and slows down the computation significantly. 

plot 4 - this is a 3-dimensional surface plot of the discrete wavelet transform, as a function of 

time and scale. The curves in plot 1 represent cross sections of this surface. 

4. Perform the Inverse Discrete Wavelet Transform. 

Once the wavelet filters have been chosen and initialized, the inverse wavelet transform can be 

invoked using the command: 

x=ifwt(y,h); 

Input arguments: 

y = the wavelet coefficients which represent the discrete wavelet transform of the signal. This 

representation of y is input as a row vector, of the same length as x (the sampled time signal). 

The components of y represent the coefficients of the wavelet basis functions, and must be 

interpreted dyadically, as follows: 

y(l) = the coefficient of the scaling function 
y(2) = the coefficient of the mother wavelet function 
y(3)-y(4) = the coefficients of the half-scale wavelet functions 
y(5)-y(8) = the coefficients of the quarter-scale wavelet functions 
y(9)-y(16) = the coefficients of the l/8th-scale wavelet functions 
etc. 

h = the filter coefficients initialized in step 1. 

Output arguments: 

x = the sampled time signal resulting from the inverse transform of y. 
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Results 

The following figures show the results of performing the FWT on various test signals. The 

routine waveplot produces a sequence of wavelet plots, one for each scale of the transform. 

These represent the wavelet coefficients for each scale, which are presented on a common time 

axis so that time alignment can readily be determined, as shown in figure 1. The wavelet 

transform is also shown in two dimensions as a time-scale plot, as in figure 2. Figures 1 and 2 

present a simple sine wave; figures 3 and 4 present an impulsive signal; figures 5 and 6 present a 

chirp signal; and figures 7 and 8 present a direct sequence binary phase shift keying (BPSK) 

communication signal. Note in all cases that the discrete wavelet transform performs a "time- 

frequency" analysis, and thus preserves both time and frequency information (with the necessary 

compromises in resolution required by the uncertainty principle). In particular, note in figure 7 

that the DWT tracks both the carrier signal (at scale 1/64) and the bit transitions (at scale 1/128) 

of the BPSK signal. 

Conclusions 

The discrete wavelet transform can be implemented such that its speed compares favorably with 

the fast Fourier transform. In addition, the DWT performs a time-frequency analysis, so that the 

time varying nature of the input signal is preserved. Thus, it is the authors belief that the DWT 

has potential as an LPI signal detection tool. Unanswered questions remain, however, as to the 

appropriate choice of the wavelet basis functions to be used for this application, and also as to the 

sensivity which can be achieved by this transform in a noisy environment, since the signals in 

question typically operate at a very low signal to noise ratio. Further research in this area is 

required. 
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Discrete Wavelet Transform — 32 Hz sine wave, sqrtrc 37 
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Discrete Wavelet Transform — chirp, sqrtrc 37 
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Appendix 

#include <math.h> 
#inelüde "mex.h" 

#define X_INPUT       prhs[0] 
#define H_FILTER       prhsfl] 

#define Y_OUTPUT       plhs[0] 

mexFunction(nlhs, plhs, nrhs, prhs) 
int nlhs; 
Matrix *plhs[]; 
int nrhs; 
Matrix *prhs[]; 

{ 
double *h, *g, *a, *wksp, *xin, *yout, junk; 
int neof, im, n, ioff, joff, nmod, nl, nh; 
int j, ii, i, ni, nj, jf, jr, sig, k; 

h = mxGetPr(H_FILTER); 
xin = mxGetPr (X_IN~PUT) ; 
neof = mxGetN(H_FILTER); 
g = mxCalloc(ncof,sizeof(junk)); 
nn = mxGetN(X_INPUT); 
wksp=mxCalloc(nn,sizeof(junk)); 
a=mxCalloc(nn,sizeof(junk)); 

Y_OUTPUT = mxCreateFull(l,nn,0); 

yout=mxGetPr(Y_OUTPUT); 
sig=(2*(ncof%2))-l; 
for(j=0; j<=ncof-l; j++) { 

g[ncof-j-l]=sig*h[j]; 
sig=-sig; 

} 
for(j=0;   j<=nn-l;   j++)   a[j]=xin[j]; 
ioff=-2; 
joff=-ncof+2; 

for (n=nn; n>=2; n»=l) { 
nmod=ncof*n; 
nl=n-l; 
nh=n»l ; 
for(j=0; j<=n-l; j++) wksp[j]=0.0; 
for(ii=l,i=l; i<=n; i+=2,ii++) { 
ni=i+nmod+ioff; 
nj=i+nmod+joff; 
for (k=l; k<=ncof; k++) { 

jf=nl & (ni+k); 
jr=nl & (nj+k); 
wksp[ii-l] += h[k-l]*a[jf]; 
wksp[ii+nh-l] += g[k-l]*a[jr]; 

/*printf("%d %d %d %f %f %d %d  \n",n,ii,i,h[k-l],g[k-l],jf,jr); */ 

} 
for (j=0; j<=n-l; j++)      a[j]=wksp[j]; 
for (j=n»l; j<=n-l; j++) yout [ j ] =wksp [ j ] ; 

} 
yout[0]=wksp[0]; 
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#include <math.h> 
#include "mex.h" 

#define X_INPUT       prhs[0] 
#define H_FILTER      prhsfl] 

#define Y_OUTPUT       plhs[0] 

mexFunction(nlhs, plhs, nrhs, prhs) 
int nlhs; 
Matrix *plhs[]; 
int nrhs; 
Matrix *prhs[]; 

{ 
double *h, *g, *a, *wksp, *xin, *yout, junk, ai, ail; 
int ncof, nn, n, ioff, joff, nmod, nl, nh; 
int j, ii, i, ni, nj, jf, jr, sig, k; 

h = mxGetPr(H_FILTER); 
xin = mxGetPr(X_INPUT); 
ncof = mxGetN(H_FILTER); 
g = mxCalloc(ncof,sizeof(junk)); 
nn = mxGetN(X_INPUT); 
wksp=mxCalloc(nn,sizeof(junk)) ; 
a=mxCalloc(nn,sizeof(junk)) ; 

Y_OUTPUT = mxCreateFull(l,nn,0) ; 

yout=mxGetPr(Y_OUTPUT) ; 
sig=(2*(ncof%2))-l; 
for(j=0; j<=ncof-l; j++) { 
g[ncof-j-l]=sig*h[j]; 
sig=-sig; 

} 
for(j=0; j<=nn-l; j++) a[j]=xin[j]; 
ioff=-2; 
joff=-ncof+2; 

for (n=2; n<=nn; n«=l) { 
nmod=ncof*n; 
nl=n-l; 
nh=n>>l; 
for(j=0; j<=n-l; j++) wksp[j]=0.0; 
for(ii=l,i=l; i<=n; i+=2,ii++) { 
ai=a[ii-l]; 
ail=a[ii+nh-l]; 
ni=i+nmod+ioff; 
nj=i+nmod+joff; 
for (k=l; k<=ncof; k++) {   

jf=nl  &   (ni+k); 
jr=nl  &   (nj+k); 
wkspfjf]   += h[k-l]*ai; 
wkspfjr]   += g[k-lj*ail; 

} 
} 
for   (j = 0;   j<=n-l;   j++) a[j]=wksp[j] ; 

} 
for(j=0;   j<=nn-l;   j++)  yout[j]=a[j] ; 
mxFree(g); 
mxFree(a); 
mxFree(wksp); 
} 
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Abstract 

We investigated methods for measuring the electro-optic activity of poled-polymer films. In 

particular, we scrutinized the well-known reflection technique of Teng and Man1 and corrected the 

expressions for the electro-optic coefficient as determined by that method. We show that the original 

expressions in ref. [1] overestimate the effective coefficient r33 by a factor of at least 1.32. Because of 

limitations in the technique of Teng and Man1, we pursued independent electro-optic activity 

measurements using an interferometer. To achieve this goal, we developed a computer algorithm that 

utilizes a controllable, motorized Babinet-Soleil compensator in one arm of an interferometer to stabilize 

the fringe pattern. With a Michelson interferometer we measured the r13 electro-optic coefficient as well 

as a resonant piezoelectric and electrostrictive effect. We show that in general the ratio r33/r13 * 3, and 

we discuss how the piezoelectric effect might pollute electro-optic measurements made with the 

reflection technique. 
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ELECTRO-OPTIC CHARACTERIZATION 
OF POLED-POLYMER FILMS 

Vincent G. Dominic 

Introduction 

Poled-polymers are quite promising materials for applications requiring high-speed electro-optic 

switching or modulation. Recently, Lockheed demonstrated switches with 3 dB bandwidths of at least 20 

GHz using Mach-Zender electro-optic polymer waveguides.2 In addition to their speed, poled-polymer 

systems are much less expensive than lithium niobate (L1NDO3) which is the current electro-optic 

material-of-choice. Poled-polymers are also compatible with integrated circuit processing and 

manufacturing technology. The great promise of this technology has spurred tremendous interest in the 

recent past1"8 and active support of this research by the Air Force. 

To create a poled-polymer system, we first mix a chromophore molecule (one that possesses a 

permanent dipole moment and whose electrons respond in a strongly nonlinear manner to an applied 

optical field) into a polymeric material. This mixture is heated to the glass transition temperature Tg and 

subjected to a large dc electric field of -100 V/um or more. Near the glass transition temperature the 

chromophore molecules acquire some freedom to rotate and consequently move into alignment with the 

applied electric field to relieve the torque that they experience in the non-aligned orientation. Upon 

cooling the sample in the presence of the field the polar alignment of the chromophore molecules is 

retained. Such an alignment has only one unique direction - the direction of the applied field (along 

which the chromophores try to align). The result is an optically uniaxial system with point group 

symmetry «mm that is electro-optic, displaying the well-known Pockels effect. This process of 

transforming the isotropic chromophore/polymer mixture into an aligned system is called poling. 

After poling a polymer waveguide or bulk sample we wish to determine the amount of electro- 

optic activity that poling has imposed by measuring the electro-optic coefficients. Before the poling 

regimen, applying an electric field to the sample makes no linear change in the refractive index. 

However, the polar-aligned chromophores display Pockels effect: 

A«   = ~-n3 rEapplied (1) 

where An is the change in the refractive index caused by the applied field Eapplied and r denotes the 

appropriate electro-optic coefficient, which determines the activity of the sample. In general the electro- 
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optic coefficients form a third-rank tensor with three independent elements in an °°mm symmetry 

material: rxxz = r^z, rzzz, and rxzx = ryzy = rzxx = rzyy, where z denotes the direction of the unique axis. In 

the standard contracted notation form9 we say that r13 = riy r33 and r51 = r42. If Kleinman symmetry 

holds , then additionally r13 = r5V When the chromophore molecules are considered to be solely one- 

dimensional and completely free to rotate then the ratio4'7'8 r33/rl3   = 3 and r33 is the largest coefficient. 

We need to accurately measure the r33 coefficient for a poled-polymer system. With an efficient 

and reliable measurement technique we may vary the parameters of sample preparation and determine 

the resultant effect on the electro-optic activity. Some of the important issues to address involve 

monitoring the magnitude of r33 versus: 1) poling temperature, 2) poling field, 3) readout wavelength, 4) 

chromophore concentration, 5) polymer/chromophore structure and 6) time (after poling) at elevated 

temperature. These questions must be addressed for several reasons. Answering questions 1 & 2 will 

determine the optimum poling conditions for a given sample. Question 5 indicates that there is still much 

room for clever and innovative chemistry; new system designs are emerging rapidly. Question 6 

addresses the crucial requirement that the electro-optic system have sufficient thermal and temporal 

stability for reasonable device lifetime. Unfortunately, nature seems to impose a trade-off between the 

strength and the thermal stability of the nonlinearity in poled polymer systems. Stringent Air Force 

requirements for thermal stability of electro-optic materials imply that researchers must strive to 

accurately characterize the electro-optic lifetime of these materials at various temperatures. For this 

reason, we designed11 a temperature-controlled environment for determining thermal stability. We 

conducted an initial test of the electro-optic signal decay at elevated temperatures with this apparatus and 

we will utilize this setup in the future for in situ monitoring during poling as well. 

Experimental Arrangement 

Our electro-optic thin film samples are not designed for waveguiding, but rather for bulk 

measurements of the induced activity. We start with a glass microscope slide that is coated on one side 

with YTO (indium tin oxide) to form a transparent conducting electrode. The ITO is masked and 

patterned so that it extends only about two-thirds the total length of the slide. The 

polymer/chromophore layer is then spin-coated onto the slide to a thickness of ~1 urn. After the 

polymer layer has dried gold electrodes are evaporated on top. The gold serves the dual role of both 

electrode and mirror. The ITO and gold electrodes overlap in a small 25 mm2 rectangular region and the 

polymer is only poled in this region between the electrodes. 
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Figure 1. Reflection technique for measuring the electro-optic coefficient of a poled-polymer sample. After 
reflection from the sample, the Babinet-Soleil compensator changes the polarization to circular (in the 
absence of an applied field). The signal generator applies a sinusoidal voltage to the sample that produces 
small polarization changes so that the light power passing through the analyzer and detected by the 
photodiode/lockin is modulated. 

After poling the samples, we measure the strength of the electro-optic activity by monitoring the 

change in the reflected polarization state caused by an applied modulation field.1 We perform this 

measurement as shown schematically in Fig. 1. The Hewlett-Packard signal generator (HP8116) supplies 

a sinusoidal voltage (0-16V peak-to-peak) across the poled region of the electro-optic sample. We monitor 

the change in polarization with an analyzer/photodetector combination that feeds its signal into a 

Stanford Research dual channel lockin (SR530). This vector lockin amplifier expedites the measurement 

process since we may simultaneously determine the magnitude and phase of the modulation signal. We 

can use the phase of the signal to determine several important aspects of the measured effect. The digital 

voltmeter (monitoring the photodetector in Fig. 1) allows us to set the appropriate retardance on the 

compensator and also to measure the average optical power. The entire experiment is computer 

controlled so that after initial optical alignment of the system, we simply insert new samples into the 

holder to rapidly determine their EO activity. 

The input polarization is initially at 45° with respect vertical and horizontal so that we have equal S 

and p input components. The angle of incidence is also set at -45° and the ITO/polymer/gold layer is 

on the back surface of the microscope slide sample. Application of a modulating electric field causes the 

reflected polarization state to vary slightly about its 45°-linear steady state value. We align the analyzer 

by first omitting the Babinet-Soleil compensator, turning off the modulation voltage, and rotating the 
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analyzer to null the detector signal. We then insert the compensator and adjust its retardance to give 

circularly polarized light exiting the compensator. At this setting the signal measured by the 

photodetector should be the average of the minimum and maximum photodiode readings observed as 

the compensator is adjusted over a range greater than one wave of retardance. Variation of the 

compensator retardance T causes the photodiode signal / to trace out: 

/<T) = (Max -Min) sin2 (r/2) + Min (2) 

We set the bias retardance Tbias of the compensator to give I(Tbias) = 0.5 * (Max + Min). This should not 

be confused with IU2 = 0.5 * (Max - Min) used in the calculations below, although I1/2 = I(Tbias) in the 

ideal case where Min = 0. Notice that we may choose Tbjas so that we are either on the upslope of the sin2 

curve in Eqn. (2) where dl/aT > 0 or on the downslope where dl/aT <  0. 

Let us now carefully consider the beam paths followed inside the polymer sample. Because the 

poled polymer is optically uniaxial, the s (ordinary) and p (extraordinary) components separate slightly 

inside the sample. To determine the polarization state of the light that exits the sample we must keep 

track of the phase accumulation of each eigenpolarization component (S and p ) as it traverses the 

sample. The exiting polarization state depends on the applied voltage signal because the s and p 

components experience different changes in their respective refractive indices. The details of the 

calculation of the phase accumulation in the presence of the electro-optic effect are shown in the 

Appendix. Here we briefly note that the results presented in the original paper by Teng and Man1 are 

erroneous. Their result was: 

= 3A [n  -sin2e) A/ 

r33        4nn2Vapp!ied   („
2-2sin20)sin20   /,/2. (3) 

where A is the wavelength, n is the average refractive index, 6 is the external angle of incidence, and A/ is 

the peak change in the power incident on the photodetector (peak lockin signal). This answer, however, 

is not quite correct.     Teng and Man1  missed a portion of the path over which the optical 

eigenpolarizations accumulate a phase difference.    We show in the Appendix that the correct 

determination of r33 is: 

3A <Jn2 - sin2 9    M 1 
733   "   Ann1 Vapplied        sin20        1^ T(^~^~) W 

where in addition to the correction discussed above we show how deviation of the ratio r^/r^ from the 

ideal value 1/3 alters the derived value for 7-33. Of course, one must conduct a separate experiment to 

determine the rl3/r33 ratio. 
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Figure 2.    Correction factor that must be applied to the literature expression (ref. [1]) for r33 at 45° incidence. 

Figure 2 shows how these two corrections affect the reported value of r33, where the correction 

factor is defined as the ratio of the correct value {Eqn. (4)} to the literature value {Eqn. (3) and ref. [1]}. We 

see that in the range of typical refractive indices for doped-polymer systems (1.5 < n < 1.7) the correction 

factor lies between 0.55 and 0.8 depending on the ratio r13/r33. Herminghaus et al.7 showed that for a one 

dimensional chromophore molecule the ratio r^/r^ lies anywhere in the range 3 < r^/r^ < 6. The ratio 

r33/r13 = 3 indicates that the molecule is completely free to rotate into alignment with the electric field at 

the poling temperature. A ratio greater than three occurs if the molecules are constrained so that they can 

only rotate about one easy axis (which points in a different direction for each molecule) and if there is a 

minimum torque required before rotation proceeds. The ratio r33/r,3 = 6 indicates that only those 

molecules whose easy rotation axis is perpendicular to the applied poling field direction can rotate. 

An example of the measurement of r33 using the reflection technique is shown in Fig. 3, where we 

show the results for two different samples: #1 was made at WPAFB by doping the Lockheed 

chromophore DADC into 12F-PBO and #2 is a Dow Corp. sample. The Dow sample (labeled TP83A) is a 

thermoplastic polymer heavily doped with chromophore to give a dark red appearance. The sample 

shows a rather strong electro-optic effect, but unfortunately possesses too much absorption in the near 

infrared region to be useful. As shown in Fig. 3, we take many measurements of the electro-optic signal 

at different applied voltages. This provides a measure of the accuracy of our determinations and also 

confirms the linear dependence of Pockels effect on the applied field. The lockin signal is in phase with 

the applied modulation voltage if we choose to bias the Babinet compensator so that dl/dT > 0 and out 

of phase by 180° if we bias at dl/dT < 0.   The fact that the phase flips by n depending on the 
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compensator bias is an important verification that the applied field is altering the refractive index (and not 

the absorption) of the polymer layer. Electroabsorption13-14 also yields a signal that varies linearly with 

the applied field. However, the electroabsorption signal will not depend on the bias setting of the Babinet 

compensator. Indeed, we observed electroabsorption when we probed the Dow TP83A sample with a 

visible (Ar+, X = 5145 Ä) laser source. 
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Figure 3.    Electro-optic reflection technique measurement in two samples. 1) Lockheed DADC chromophore doped 
into 12F-PBO. This sample was prepared and poled at WPAFB. 2) Dow sample TP83A. 

Interf erometric Measurements 

The reflection technique of Teng and Man1 cannot independently determine the two important 

electro-optic coefficients r33 and r13. As we saw above, deviations of the ratio r33/r13 from the frequently 

assumed value of 3 leads to significant error in the reported value of r33. A separate means of measuring 

these coefficients is then very useful. The standard technique involves constructing an interferometric 

arrangement and placing the electro-optic sample in one arm of the interferometer. Typically, a Mach- 

Zender configuration is utilized because one may then switch from measuring r33 to measuring rn 

simply by rotating the probing polarization. We chose a Michelson interferometric setup to simplify 

additional measurements, described below, of the piezoelectric and electrostrictive effects. The bane of 

interferometric measurement setups is the problem of maintaining fringe stability for the duration of the 

experiment. We took all the standard precautions: the number of degrees of freedom (translation stages, 

rotation stages, etc.) were kept to a minimum, the optics were mounted low to the table with rigid 

mounts, the entire apparatus was enclosed, and the optical table was vibration isolated. In spite of our 

precautions, the interferometric fringes still tended to drift over the course of our measurements (1/2-1 

hrs.). To combat this problem we utilized a motorized, computer-controlled Babinet-Soleil compensator 

in one arm of our interferometer and we developed a computer algorithm to stabilize the long term drift 
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in the output of the interferometer. Our algorithm works as follows: First we vary the retardance of the 

Babinet-Soleil compensator so that the photodiode voltage measured by the computer covers several 

cycles of the fringe visibility function. We then fit the variation of the photodiode voltage to the function: 

\(ynax + VBäD)+ |(Vmax-^n)sin{27r^- VPD(x)  =  -(Vmax+VmiB) + -(Vmia-Vmin)ün\27tT + <l>\ (5) 

where x is the position of the compensator actuator, A is the spatial periodicity of the visibility function, 

Vmax a^d Vmin are the maximum and minimum photodiode voltages, and <f> is an arbitrary phase factor. 

Once we have fit the data to Eqn. (5) we can easily determine the compensator actuator position xbias that 

yields VPD(xbias) = 1/2 (Vmax + Vmin). This is me optimum bias location for measuring fringe shifts due to 

the electro-optic effect because the slope of the visibility function is a maximum here. We want to insure 

that the interferometer remains at this half-visibility bias point throughout the duration of the 

experimental measurement. To do this we constantly monitor the average voltage on the photodiode and 

when it wanders away from 1/2 (Vmax + Vmin) we adjust the compensator retardance by moving the 

actuator a distance: 

A, =        AV^_A (6) 
^ \ 'max      Mnin) 

By making small, continual adjustments to the compensator retardance we can insure that the 

interferometer remains biased at the half-visibility point. We assume, of course, that the laser power 

incident on the interferometer is relatively unchanging over the course of the measurement. This 

requirement is reasonably well satisfied so long as the laser is warmed up before starting our drift 

compensation algorithm. We tested our program over several hour-long periods and found that we 

could completely eliminate drift in the interferometer and that the average deviation of the photodiode 

signal from the desired bias point was less than ±4%. 

If we utilize the stabilized Michelson interferometer to measure the electro-optic coefficient, a 

normally incident optical beam experiences a perturbation due to r13 alone, with no contribution from r33. 

When we apply a modulating voltage with a peak of Vapplied to the sample, the optical phase accumulation 

through the polymer layer changes thus causing the fringes to shift. The shifting fringes consequently 

produce a signal variation on the apertured photodiode monitoring the fringes. (We modulate the 

applied voltage at a high enough rate (typically 1-10 kHz) so that the fringe stabilization algorithm 

ignores this perturbation.) The peak (not RMS) lockin signal AV is related to r13 according to: 

= AVA (7) 

^ \ 'max — *min ) n    'applied 
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Figure 4.    Electro-optic measurement using a Michelson interferometer to measure rl3 the Dow sample TP31D. 

Figure 4 shows the lockin signal variation with the peak amplitude of the modulation voltage. As 

in the reflection measurement, we take several readings of the electro-optic signal so that we can verify 

the linear dependence and accurately determine the r13 coefficient. The sample used for the data in Fig. 4 

was a Dow sample, labeled TP31D, in which we previously measured r33 = 4.37 pm/V with the reflection 

technique assuming r33/rl3 = 3. Thus, the assumption used to determine the original value for r33 was 

wrong since r33/r13 =5.38. The correct value for r33 is: 

r33(correct)  =  jr33(assuming ratio = 3) + rl3 (8) 

which gives r33 = 3.73 pm/V and r33/rl3 = 4.59. Our results are in accordance with the recent 

observations by Norwood et al.8 that the assumption r33/rl3 = 3 frequently encountered in the literature is 

not necessarily well founded. 

Piezoelectricity and Electrostriction 

One other nice feature of our setup is that we can readily measure the piezoelectric displacement of 

the poled polymer layer, as well as any electrode attraction or electrostrictive effects that may be 

present.14'15 We accomplish this by simply reversing the orientation of the sample so that the light 

impinges on the gold reflector/electrode first and thus does not traverse the polymer layer itself. The 

interferometric fringe shifts are then only sensitive to changes in the thickness of the sample and not the 

refractive index of the poled polymer. The piezoelectric effect causes the thickness of the polymer layer to 

vary linearly with the applied electric field. Thus the application of a modulating electric field at 

frequency co gives rise to a lockin signal also at co.  The electrode attraction or electrostrictive effect is 
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independent of the absolute sign of the applied field, and thus scales quadratically with the applied 

voltage. This signal appears at 2(0 under the same excitation conditions and is thus readily separated on 

the lockin amplifier. 
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Figure 5. Piezoelectric (top row) and electrostrictive measurement in Dow TP83A using a stabilized Michelson 
interferometer. For the piezoelectric measurement, the lockin detects signal variations at the same 
frequency as the applied voltage modulation. For the electrostrictive measurements we set the lockin to 
monitor signals at twice the modulation frequency. 

We show in Fig. 5 a measurement of the piezoelectric and electrostrictive signals from the Dow 

sample labeled TP83A. The sample was placed in an actively stabilized Michelson interferometer and 

probed with a X = 5145 Ä beam. We show both the variation of the signal as the modulation frequency is 

changed (from 1-10 kHz) at a fixed modulation amplitude as well as the signal variation with applied 

voltage for an excitation frequency at the maximum of the resonance behavior (-5.5 kHz and -2.75 kHz 

for the piezoelectric and electrostrictive measurements, respectively). As expected the piezoelectric signal 

varies linearly with the applied field while the electrostrictive signal varies quadratically. It is important 

to monitor these effects, especially the piezoelectric effect, since in the normal reflection measurement 

geometry the reflected polarization state will be altered not only by the electro-optic effect, but also by the 

retardance change produced by the altered sample thickness in collaboration with the birefringence of the 

poled polymer. Fortunately, the piezoelectric contribution for this sample is readily avoided simply by 
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choosing to operate the reflection measurement at frequencies away from the resonance shown in Fig. 5. 

This data shows that it is prudent to make measurements at several different frequencies in order to avoid 

any possible contribution from resonant piezoelectric effects. 

In the presence of a piezoelectric effect, how will the electro-optic measurements be affected? One 

can show, following the strategy discussed in the Appendix, that the piezoelectric effect will introduce a 

phase shift between the s- and p -polarized reflected component: 

IK 
*VPs   = &¥p-*¥s   = Y2 Sn  . 2n (n2-2sin20) 

n (n2-sin20) 
3/2 ^33 Kpplied (9) 

where Sn = ne-n„ is the birefringence, d33 is the piezoelectric coefficient (such that — = d33 Ea lied), 

and the remainder of the symbols have the same significance as those in the Appendix. This means that 

the presence of a piezoelectric effect alone will give the appearance of an electro-optic effect and the 

apparent EO coefficient r33 will be: 

Sn (n2-2sin20) 
r33 -3- 

"   (n2-sin2ö) 
2   ^33 (10) 

under the assumption that r33/rl3 = 3. Typical numbers7 for poling-induced birefringences fall in the 

range Sn = 0.01 to 0.1. If Sn = 0.1, the refractive index is n = 1.67, and the angle of incidence is 45°, then a 

piezoelectric coefficient of d33 = 20 pm/V will give a signal that might be misinterpreted as an electro- 

optic signal with r3f = 1 pm/V. If the birefingence is 10 times smaller then the piezoelectric coefficient 

must be 10 times larger to give the same effective signal. In the Dow sample TP83A the piezoelectric 

coefficient measured with the stabilized Michelson interferometer was d33 = 8.52 pm/V at 5.5 kHz. The 

reflection measurement of r33 gave the same value r33 = 12.9 pm/V to within 0.5 pm/V at all frequencies 

between 500 Hz and 10 kHz. We conclude that the poled sample birefringence Sn is less than 0.12. 

Conclusion 

We carefully investigated different techniques to measure the electro-optic activity of a poled 

polymer layer. The reflection technique originally proposed by Teng and Man1 is simple to implement 

and allows one to quickly process many samples. However, two warnings must be kept in mind. First, 

the derivation in the original paper contains a minor flaw that we have corrected here. If one uses the 

original equations then the derived value of r33 is an overestimate by -25% (for n = 1.6). Second, the usual 

assumption that r33/rl3 = 3 is frequently violated in practice and one should independently measure 

both pertinent electro-optic coefficients.  A Mach-Zender interferometer readily lends itself to such an 
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independent measurement: we simply flip the polarization from p (measures a combination of r33 and 

r13) to s (measures r13 only). Unfortunately, interferometric measurements are susceptible to drift and 

noise from the interferometer itself. To this end, we built a system to stabilize an interferometer using a 

motorized Babinet-Soleil compensator and a personal computer to run the computer algorithm. We 

made use of our interferometer stabilizer to measure the r13 electro-optic coefficient, and the piezoelectric 

and electrostrictive effects in the polymer film. We found that piezoelectric and electrostrictive pollutions 

of the electro-optic signal are of minor importance unless the poling-induced birefringence is quite large. 

Our efforts have resulted in a well defined set of procedures in place at WPAFB to investigate poled 

polymer samples. The system is essentially turn-key so that one may simply insert a poled-polymer 

sample into the sample holder and start a computer package to measure r33. Measurement of the r13 

electro-optic coefficient, and the piezoelectric and electrostrictive effects, requires alignment of an 

interferometer and two computers, one to stabilize the interferometer and one to acquire the appropriate 

signals. We have also developed an apparatus to measure the thermal stability of the aligned state and 

also to perform in situ monitoring of the poling process using second-harmonic generation. We are now 

in a strong position to provide most of the optical measurement capabilities necessary to advance the 

development of poled-polymer films with higher nonlinearities and better thermal stability. 
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Appendix: Derivation of r33 in the Teng & Man1 experimental setup. 

Poling a polymer film that has been doped with chromophore molecules transforms the once 

isotropic layer into an optically uniaxial structure. The chromophore molecules are spatially asymmetric, 

and the long-axis direction of the molecules tends to align with the applied electric field. The electric field 

is usually applied across the thin dimension of the film so that the uniaxial c -axis direction is also across 

the thin dimension. Because the chromophores are aligned with their most polarizable direction along 

the c-axis, we expect that ne > n0. The imposed anisotropic nature of the poled polymer film means 

that the extraordinary and ordinary polarization components travel different paths through the polymer 

layer. We show in the Fig. 6 below how the two components propagate through the sample. Note that 

the optical phase accumulation is: 
lit      2L ,.\ 
— n  W 
A     cos a 

where n is the refractive index, L is the layer thickness, and a is the angle of propagation in the layer. 

Applying an electric field to the polymer causes a small change in the refractive index of the layer. This 

perturbation to the refractive index changes the direction of propagation in the polymer layer, as required 

by Snell's law: 
sin0  = nsina .... 

(u) 
.-. sin(0 + A0) = (n + An)sin(a + Aa) 

where 0 is the angle of incidence of the light onto the sample. Thus, we must carefully account for both 

the refractive index change as well as the propagation direction change to track the phase accumulation of 

the optical waves traversing our sample. 

Another critical point is the fact that the beam separation inside the material implies that there is a 

path length difference external to the polymer layer itself. The original derivation by Teng and Man1 

missed this part of the pathlength difference between the s- and £-polarized components. This portion 

of the pathlength difference occurs in a non-electrooptic region and thus applying an electric field does 

not alter the refractive index there. One might thus assume that it is safe to ignore this external portion of 

the pathlength difference. However, the altered refractive index in the polymer layer changes the 

direction of propagation inside the polymer and this in turn affects the differential path length external to 

the polymer. 
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Figure 6.   Ray paths for the extraordinary and ordinary components of the polarization.   The total pathleneth 
difference between the two rays includes a portion that lies external to the polymer layer itself. 

The incident optical beam (45°-polarized) has equal amounts of s- and p -polarized components. 

We denote the refractive indices of these components as ns and np; their corresponding propagation 

angles are as and ap (see Fig. 6). The refractive index change of the s component is: 

Anr  =An„   = -—nl r,n E. o '13 '-'applied (iii) 

and the resulting change in propagation angle imposed by Snell's law is: 

sin 6       Art, 
Äff,   = - 

^n2
s-sm29   ns 

(iv) 

We find that the electro-optic effect alters the phase accumulation of the $ -polarized component by: 

A y^ (inside) = —n. 
A      cos a. 

An, 
+ Aa0tanar (v) 

where we have emphasized that this differential phase occurs entirely inside the polymer layer. 

The  p -polarized component has an index of refraction that depends on the direction of 

propagation according to: 

1    _  cos2ap       sin2ap 
—     _ L 

n„ n„ "„ 
(vi) 

This makes it a little tricky to find the change in refractive index for the p component, since n0, ne, and 

ccp depend on the applied electric field. One may show that: 
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Anp   =   np 
An„      2 Ane   . 2 —=2-cos ccn + -xsm a 
ni n. 

where the birefringence is: 

the change in ne is: 

Sn  = ne-nol 

1     3 
An„   = -—n, r« E, e '33 '-'applied' 

(vii) 

(viii) 

(ix) 

and we substituted for the change in propagation angle according to: 

sin0        Anp 
Aap  = - 

^n2
p-sm2e   np 

(x) 

The change in propagation phase for the p -polarized component includes a portion from inside the 

polymer layer as well as some from outside the layer. We write this: 

f K- M 

Ayr, (total) = 
2% 2L 
X    p cosa„ 

An„ 

^np 

+ Aaptanap 

inside 

^sinG(AWs-AWp) (xi) 
outside 

where the first term is the internally-produced phase change and the second term denotes the external 

phase change. The change in the external path is: 

AWS - AWp   = - 2 L sin 9 
nsAns 

npAnp 

[n2-sm2efn       [^-sin20]3/2 
(xii) 

Now we must put all this information together to find the differential phase shift Aypj: 

AWpS  = A(y/p-y/s) = Ai(fp-Ay/S 
(xiii) 

Application of a modulating electric field to the sample changes the state of polarization of the beam 

reflected from the sample. This electro-optically produced change in the reflected polarization is directly 

related to this phase shift Ayps. 

Now let's make several simplifying assumptions. First assume that the total birefringence is small 

(typical measured Sn = 0.01 to 0.1): 

^sin20  « 1 (xiv) 
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where 5n was defined in Eq. (viii) above. Now that we have calculated the differential phase shift to first 

order in the electro-optical perturbation we are free to make the additional simplification: 

(xv) 

ne » n„ « ns « np =>  n 

«, =«P =>  a 

After crunching around with the equations for a while we finally end up with: 

where we have defined: 

Aw     - -2n"2Vt"""ied       si"2g      r l ,    ., Ayps  - 2  {>33-^} (xv!) 
A V«  -sinz0 

P _    "applied 
^applied    - J  (XVU) 

One can readily show that the differential phase shift in Eqn. (xvi) causes a change in the irradiance A/ 

(peak not RMS) at the detector following the polarization analyzer (see Fig. 1) that is proportional to the 

1/2 visibility irradiance /1/2 according to: 

A/ 
&Vps  = — (xviii) 

In conclusion, we determine the electro-optic coefficient from the measurement according to: 

X ^n2 - sin2 6    AI 1 

I*n2 VappUed        sin20        IU2   l-rl3/r33' 
(XU<) 

Please note that we have not made the assumption that r33  = 3 r13 here. An accurate determination of 

r33 depends on knowledge of the ratio r33/r13. 
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Abstract 

This investigation focused upon the structural weight optimized design of two finite element models of a 

fighter-type wing of low aspect ratio using ASTROS. The optimal redesign of a fighter wing with the wing structure 

represented by a coarse and a complex finite element model is obtained with constraints imposed on strength, control 

reversal, and flutter using both subsonic and supersonic aerodynamic theories. The results from the two wings are 

comparable for flutter analysis; however, the results differ somewhat for control reversal. The reasons for this 

difference are investigated. Further study of both wings using different design variable schemes is also conducted. 
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INFLUENCE OF MODEL COMPLEXITY AND AEROELASTIC CONSTRAINTS ON THE 

MULTIDISCIPLINARY OPTIMIZATION OF FLIGHT VEHICLE STRUCTURES 

Franklin E. Eastep 

Jonathan A. Bishop 

Introduction 

An aircraft structural designer must consider aeroelastic instabilities (i.e. flutter, divergence, and control reversal) in 

addition to the strength requirements for the structural design of a high performance aircraft. In particular, he must 

design a structure such that the critical aeroelastic instability velocity is at least 15% above the maximum operational 

flight velocity while still insuring satisfactory strength at the velocity of the critical aeroelastic instability. The 

critical aeroelastic instability is defined to be the lowest velocity of the flutter, divergence, or control reversal 

velocities. At the same time, the structural designer desires to adjust the structural sizes to minimize the structural 

weight. 

In recent years, structural optimization as needed and used by the aerospace industry has expanded in scope to 

include such additional disciplines as static and dynamic aeroelasticity, composite materials, aeroelastic tailoring, etc. 

One of the more promising multidisciplinary codes presently under development is the Automated Structural 

Optimization System (ASTROS)1"3. In this computer code, static, dynamic, and frequency response finite element 

structural modules, subsonic and supersonic steady and unsteady aerodynamic modules, and an optimization module 

are combined and allow for either analysis or optimized design of given aircraft configurations. Interfering surface 

aerodynamics are incorporated to handle the aerodynamic modeling of combinations of wigs, tails, canards, fuselages, 

and stores. Structures are represented by fully built-up finite element models, constructed from rod, membrane, shear, 

plate and other elements. Static and dynamic aeroelastic capabilities include trim, lift effectiveness, aileron 

effectiveness, gust response, and flutter analysis. The optimization and aeroelasticity modules of this code were used 

as a tool for the structural optimization of fully built-up finite element wing mdels in subsonic and supersonic flow 

with strength as well as static and dynamic aeroelastic constraints. 

This project draws heavily on a previous study by Striz, Eastep, and Venkayya4, which studied the behavior of a 

coarse finite element fighter wing model under strength, flutter, and aileron effectiveness constraints. The model used 

in that study is shown in Figure la. 

For this study, a geometrically similar but more detailed fighter wing model with 550 nodal points was investigated 

to test the design capabilities of ASTROS when applied to complex structural representations (Figure lb).  This 
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model was a major modification of a previous finite element model by Love5. The same aeroelastic properties were 

determined as for the coarse model using the same number of design variables to allow for direct comparison of the 

results. Finally, the complex model was optimized using a larger number of design variables for a few sample cases. 

Background and Objectives 

The importance of this investigation can be stated as follows: in a modal-type flutter analysis of fully built-up finite 

element wing models as used in ASTROS, the structural behavior, which depends on the sizes of the structural 

members, influences the flutter behavior, i.e., the flutter speed and the flutter mode shapes, as asserted by Striz and 

Venkayya6. Also, optimization is very sensitive to the types of analyses used and their assumptions. Sometimes, 

even minor deviations can be compounded and exaggerated in the results as pointed out by Stria and Venkayya7. 

As the wing model is optimized, the thicknesses of the structural members are adjusted in each iteration, changing 

the normal modes and flutter behavior. The same essentially holds for such constraints as roll effectiveness, aileron 

effectiveness, and strength. Therefore, an understanding of the behavior of the optimization under the action of these 

imposed constraints will help determine such factors as move limits, upper and lower constraint bounds, etc. 

Furthermore, the comparison between the two models will illustrate the effects of model complexity on behavior. 

This will be of value in determining whether a simplified model is sufficient for a given task, or whether a more time 

consuming complex model is necessary. 

Numerical Results and Discussion 

The two fighter-type wing structural models were selected to be representative of a wing of low aspect ratio. Here, 

the theory is based on an idealized wing planform with an aileron located near the wing tip. The underlying structure 

of each wing is represented using finite elements, which is typical of built-up structures. These models were selected 

for weight optimization under strength as well as static and dynamic aeroelastic constraints; the first (Figure la), 

created for the previous study, was reasonably sized to allow for parametric investigations as performed in conceptual 

design. The more complex second model (Figure lb), used in this project, would likely be used in the later phases 

of the preliminary structural design process. The geometry and the dimensions of the models are given in Figure 2. 

This figure shows the coarse structural model and the aerodyn@mic model used for flutter analysis. The complex 

model has identical exterior dimensions. The aerodynamic model used for steady aeroelastic analysis, i.e. the 9g 

pullup and roll cases, is similar to the flutter model except that it extends to the aircraft centerline. 

In Reference 4, the sizes and locations of the structural elements of the 10-spar, 4-rib coarse model were selected 

and used as a nominal structural model. The structural mass of this wing was 497 lbs. Additionally, concentrated 
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weights were placed at the structural nodal points to simulate non-modelled structural and non-structural masses 

representing fuel, actuators, and stores. The aerodynamic modeling for the nominal and optimized structure was 

selected to be 36 aerodynamic boxes with 6 chordwise divisions and 6 spanwise division. 

The 20-spar, 18-rib complex model was extensively modified from the original model by Love so that a valid 

comparison between it and the coarse model could be made. The wing box thickness profile was changed to that 

of the coarse model, and cross bracing at hard-point locations was removed. Each type of element was sized to 

obtain the same mass as in the coarse design, e.g., the total mass of the ribs in the complex model is equal to the 

total mass of the ribs in the coarse model, etc. Within this limitation, the thicknesses of the members were tapered 

from root to tip, as with the coarse model. Due to rounding error in the ASTROS weight generator, which was used 

to find the weight of each structural group, the final structural mass of the complex wing was slightly lower than 

that of the coarse wing at 488 lbs. The deflection of each wing when subjected to a concentrated tip load was then 

found to insure that the two wings were comparable. Finally, the non-structural masses were placed on the complex 

wing in a pattern similar to that on the coarse wing and then moved to "tune" the complex wing so that its first few 

natural frequencies and mode shapes were reasonably close to those of the coarse wing. 

Nominal Wing Structures 

During the previous project, ASTROS was used to determine the individual stresses in the structural elements 

resulting from a 9-g pull-up at a Mach number of M = 0.85 at sea level. Additionally, using the same input Mach 

number, a flutter speed of approximately 30,100 in/sec for the nominal coarse model was found. 

Finally, the roll effectiveness for a roll control system was determined for the nominal wing structure at a dynamic 

pressure near the control reversal dynamic pressure. The variation of aileron effectiveness of the nominal structure 

is displayed in Figure 3. As indicated there, the reversal dynamic pressure for the nominal coarse model at an input 

Mach number of M = 0.85 was approximately 45 psi. 

The previous analysis was conducted in the subsonic Mach number regime (M = 0.85) using USSAERO for the 

steady flow and the Double Lattice aerodynamic formulation for the unsteady flow as incorporated in ASTROS. The 

application of these subsonic aerodynamic theories resulted in the prediction of aeroelastic instability velocities in 

the supersonic regime. To remove this inconsistency in problem formulation, USSAERO for the steady flow and 

one of the supersonic aerodynamic formulations in ASTROS, the Constant Pressure Method, were utilized in the 

continuation of this study. The Mach number was selected to be M = 1.2. When the nominal model was analyzed 

at this supersonic Mach number, a slightly lower flutter speed of 29,600 in/sec and a slightly lower reversal pressure 
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of 41 psi were found. 

The splining method used to transfer aerodynamic loads to structural grid points which was used in this section for 

roll reversal analysis is considered suspect. It is believed that too many structural grid points were selected. 

Therefore, this portion of the project is currently being repeated with a more appropriate set of splining points. This 

revised set of splining points, which is similar to that used in Reference 5, has performed well in analysis of the 

nominal wing, but has not yet been included in the optimization runs. The new data will not all be available until 

after the deadline for this final report. The current data does illustrate the basic trends of the optimization. 

Results for the nominal complex wing model differed, but agreed within expected limits. The flutter speed of 

32,400 in/sec was 7.5% higher, indicating that the dynamic bending characteristics of the two wings are comparable. 

However, the roll reversal dynamic pressure for the complex model was considerably lower than for the coarse 

model, at 31 psi. Since control reversal is caused by torsion due to an increased pitching moment when a control 

surface is deflected, it appears that the coarse wing has different torsional characteristics than the complex wing. 

Determining the cause of this difference occupied much of the summer research period. The conclusions are 

summarized later in this paper. Using the revised spline set, the roll reversal pressure was found to be 37 psi, which 

agrees much more closely with the coarse model results. 

When the nominal complex model was analyzed at M = 1.2, two effects were observed: first, the reversal pressure 

decreased to 21 psi. This indicates that, unlike for the coarse wing, the pressure obtained using subsonic analysis 

seems to be greatly in error, since it was 50% higher than that obtained using supersonic analysis. Second, the flutter 

speed actually increased to 37,700 in/sec for the subsonic analysis. This does not necessarily represent an increase 

in the actual flutter speed of the wing; rather, it is an effect of the aerodynamic model used to calculate the 

aerodynamic matrices for the flutter model. Whether the flutter speed goes down or up when the formulation is 

changed from subsonic to supersonic cannot be predicted in advance of running the analysis. To determine the actual 

flutter speed of the wing, a matched-point iteration would need to be conducted. 

Optimized Wing Structures 

Coarse Wing 

The fighter wing structural model was resized and optimized using ASTROS with both single and multiple 

constraints active at any given time as shown in Table 2a. These optimizations were originally performed in the 
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previous study, but different design variable minima were used for the strength optimization. Since the strength 

optimization results are used as constraints for all subsequent optimizations, the results are in most cases slightly 

different. Five design variables were used: one each for the ribs, spar webs, spar caps, quadrilateral skins, and 

triangular skins. The initial optimal structural model was obtained for a 9-g symmetric pull-up maneuver at M = 0.85 

with a Von Mises stress constraint and prescribed stress yield values. The resulting optimum structure weighs 102 

lbs, has a flutter speed of 17,900 in/sec, and a roll reversal pressure of 11 psi. The following optimization studies 

were conducted using this optimum as minimum allowable sizes for the individual structural members. 

First, at M = 0.85, the structural model was resized and optimized using a constraint of an improvement of the 

reversal dynamic pressure from 45 psi to 52 psi. The increase in the reversal dynamic pressure was accomplished 

while the structural weight of the optimized wing was reduced from a nominal weight of 497 lbs to 480 lbs, as 

shown in Table 2a. As a by-product, the flutter speed increased to 29,500 in/sec. 

As a comparison problem, with the reversal velocity used as a constraint, the structure was resized to yield the same 

reversal dynamic pressure as the nominal structure. This reduced the flutter velocity which, with the constraint on 

reversal dynamic pressure, dropped to 29,500 in/sec, as also indicated in Table 2a. 

Using an increased flutter speed of 32,500 in/sec as a constraint resulted in a structure which was both lighter than 

the nominal wing and had a higher control reversal pressure (51 psi). This optimized wing had a weight of 440 lbs. 

Increasing the flutter speed still further, to 33,000 in/sec, and requiring that the reversal dynamic pressure be at least 

that of the nominal model resulted in a wing which, paradoxically, is lighter than that of the previous case (424 lbs), 

while having a higher flutter speed. Obviously, the design ASTROS produced for the previous case is not a global 

optimum. This illustrates that adding constraints, even though they may not be active, can change the course of the 

optimization. It also reinforces the fact that numerical optimization schemes can only find local optima The user 

must check these results, usually by using different initial conditions. 

Finally, the structural model was resized and optimized using multiple constraints. In this case, it was required that 

the reversal dynamic pressure be the same as that for reversal of the nominal structure and that the flutter speed be 

increased to 31,000 in/sec. This increase of flutter speed is beyond that obtained when only a single constraint on 

reversal pressure was imposed. In this manner, the structural designer has the added advantage of precisely placing 

the velocity of certain aeroelastic instabilities relative to other aeroelastic instability velocities. Here, it was desired 

to make improvements in the flutter velocity while the structure is being weight optimized. In this particular case, 

the weight of the optimized structure was obtained as 382 lbs. 
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As with the analysis of the nominal coarse wing, the subsonic formulation used in the initial optimization predicted 

aeroelastic instabilities in the supersonic regime. Therefore, the optimizations were also evaluated for a supersonic 

input Mach number. The selected constraints for M = 1.2 were similar to those for M = 0.85. The respective 

reversal pressures, flutter speeds, and weight reductions for the optimized structure are again shown in Table 2a. 

They essentially confirm the trends found for M = 0.85 except that the minimum weights tended to be higher than 

for the subsonic cases. The exception to this was the optimization for nominal reversal pressure and increased flutter 

speed. Here, the stricter flutter constraint was the active constraint for both M = 0.85 and M = 1.2. Since the only 

effect of the supersonic aerodynamics is to shift the center of pressure from the quarter-chord line to the half-chord 

line, the flutter behavior of the wing should be nearly identical in both cases, causing the optimized designs to be 

essentially equal in weight. 

Complex Wing 

In order to provide a good comparison, the complex wing was optimized with the same types of constraints as the 

coarse wing. First of all, since the nominal performances of the wings were different, equivalent constraints were 

developed based on the percentage increases. Alternatively, the constraints from the coarse wing were applied 

directly to the complex wing. Both of these methods were used in this optimization study. 

As with the analysis results, the spline set used for roll reversal analysis is suspect. Thus, the roll reversal results 

should be considered tentative. 

When optimized for a 9-g pullup, the optimal complex wing weighed 151 lbs vs. 102 lbs for the coarse wing. The 

same number of design variables and the same linking scheme were used for both cases. The weight difference is 

probably due to the large element sizes in the coarse model, which "smear" the stresses and do not capture localized 

concentrations. The complex model, which does capture these concentrations, requires thicker elements to keep the 

stresses below material limits. Despite weighing more than the coarse wing, the flutter speed is slightly lower 

(17,500 in/sec). The roll reversal pressure for this case was 11 psi. 

Next, the wing was optimized for an increase in reversal pressure to 36 psi. This is an increase of 15.5% over the 

reversal pressure for the nominal complex wing, the same percentage increase that was used for the coarse wing. 

The weight of this optimized wing was 392 lbs. 

During this optimization, and all subsequent optimizations for control effectiveness, ASTROS had difficulty 

converging to the optimum. It often oscillated between a feasible and an infeasible design on successive iterations 
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rather than smoothly converging. To minimize this effect, the design variable move limits were manually restricted. 

Also, the program never actually identified the optimum; it simply oscillated between two nearly identical weights. 

The complex wing was then optimized for the same (rather high) absolute reversal pressure as the coarse wing (52 

psi). For this case, the structural weight increased greatly, to 950 lbs. As a by-product of the suffer structure, the 

flutter speed increased to 54,700 in/sec. The high final weight seems to indicate that ASTROS was not able to 

converge to a reasonable minimum. 

When the complex wing was optimized for a reversal pressure of 31 psi (the reversal pressure for the nominal wing), 

the optimized structure had a weight of 325 lbs. This is slightly better than the 349 lbs optimum for the coarse wing. 

At the same time, this optimization raised the flutter speed to 32,900 in/sec, whereas, for the coarse wing, the flutter 

speed dropped to 29,700 in/sec. Optimizing the complex wing for the same reversal pressure as the coarse wing, 

45 psi, resulted in a design weighing 590 lbs with a flutter speed of 43,800 in/sec. 

The complex wing was then optimized for a flutter speed of 34,900 in/sec, corresponding to an 8% increase, the 

same as for the coarse model. This optimization reduced the structural weight of the wing to 378 lbs, better than 

the 414 lbs optimum for the coarse design. Optimizing the complex wing for the same flutter speed as the coarse 

wing, 32,500 in/sec, produced a design with a weight of 334 lbs and a reversal pressure of 31.6 psi. 

When the complex wing was optimized for a 9.6% increase in flutter speed with the same control reversal pressure 

as for the nominal wing, an optimal structural weight of 369 lbs was obtained. Flutter was the driving constraint 

in this design. 

A different result was obtained when the complex model was optimized for a reversal pressure of 45 psi (nominal 

for the coarse wing) and an increased flutter speed of 33,000 in/sec. For this case, roll reversal was the driving 

constraint. The resulting design weighed 668 lbs and had a flutter speed of 43,300 in/sec, which is not consistent 

with the earlier case where a reversal pressure constraint of 45 psi was used without a flutter speed constraint, 

resulting in a structural weight of 590 lbs. 

As with the corresponding coarse wing case, the inclusion of the flutter speed constraint (although not active) directs 

the optimization to a different optimum. This phenomenon also highlights the fact that numerical optimization cannot 

guarantee that the absolute minimum structural weight will be found; it only finds local minima The designer must 

check the results, usually by optimizing beginning with different initial designs. 
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Finally, the wing was optimized for a 3% increase in flutter speed and for the nominal reversal speed. The optimum 

structure had a weight of 331 lbs. This represents substantial weight savings over the 466 lbs optimum for the coarse 

wing. When optimized for the same reversal pressure and flutter speed as the coarse wing (45 psi and 31,000 in/sec), 

the optimum structural weight was 614 lbs. For this case, the flutter constraint was not active, so the increase in 

weight seems to be due to the increased reversal pressure. 

As with the coarse wing, the complex wing was also optimized using a supersonic aerodynamic formulation. The 

results of these analyses are given in Table 2b. In general, the weights were similar to those for the subsonic case 

when flutter was the driving constraint and higher than those for the subsonic case when roll reversal dominated. 

The exception to this was the case where a reversal pressure of 45 psi was used with no flutter constraint. The 

supersonic design weighed 306 lbs, while the subsonic design weighed 590 lbs. 

A major deviation from the general trend was observed for the last case in Table 2b. For this case, ASTROS was 

not able to converge to a reasonable structural minimum weight but asked for ever-increasing member sizes to satisfy 

the constraints. The flutter constraint was not active, but, again, an inactive constraint influenced the optimization. 

Further Study 

To this point, all results for the coarse and complex wings have the simple, five-design variable linking scheme. A 

few additional cases, using both wings, were tested to determine the effects of using a slightly more complex scheme. 

For the coarse wing, the substructure (ribs and spars) was not designed; the optimum thicknesses from the 

corresponding heavily linked results are used. For the skins, each top element was linked with its corresponding 

bottom element. Thus, there are 31 skin design variables. 

When optimized for strength during a 9g pullup, the optimum structural weight was found to be 101 lbs. This is 

a trivial overall weight savings over the heavy linking scheme. However, the actual structure of this design is 

different; some skin panels are thicker than those in the heavily linked optimum, and some are thinner. 

Optimizing for a flutter speed of 32,500 in/sec at M=0.85, a design with a weight of only 303 lbs was found. The 

corresponding heavily linked design weighs 440 lbs. Thus, there is a definite benefit to allowing each skin panel 

to be optimized separately. With the heavy linking scheme, all skin panels are sized based on the most critical 

element; here, each element is sized based only on local conditions. At M=1.2, the optimum design weighs 400 lbs; 

again, this is substantially lighter than that obtained with heavy linking. 

17-10 



For the complex model, optimizing every skin panel would result in an excessively large number of design variables. 

Therefore, more extensive linking was used, and the substructure was also designed. As with the simple scheme, 

the linking was along structural function lines, i.e., ribs, spars, spar caps, and skins. Unlike with the previous 

scheme, not all elements of a specific type were linked to one variable. Rather, elements were linked to variables 

in three-bay increments. Since there are 18 bays on the wing, there are 6 design variables of each type, for a total 

of 24 design variables (quadrilateral skins and triangular skins were not separated). 

It would be expected that this scheme would result in lighter optimum structures than the five-variable scheme, which 

forces overdesign of all elements linked to a particular variable if the most critical element is inadequate in the 

nominal model. The more complex linking schem$ limits this tendency toward overdesign to only the particular bay 

containing the critical element. 

When the 24-variable scheme was used to optimize the complex wing for a 9-g pull-up maneuver at M = 0.85, an 

optimum structural weight of 126 lbs was obtained. This weight was 16.6% lighter than the previous optimum 

design. However, as might be expected, the performance in flutter and roll reversal was worse than for the five- 

variable scheme. The control reversal pressure was slightly lower, at 10 psi. The flutter speed is 16,800 in/sec, 

which is also slightly less than the flutter speed for the wing optimized with five design variables. 

Finally, the 24-variable wing was optimized for its flutter behavior. A flutter speed of 34,900 in/sec was chosen as 

the constraint. The resulting wing weighed 307 lbs (vs. 377 lbs for the five-variable wing), with a control reversal 

pressure of 30 psi (compared to 35 psi). 

From these basic results, it can be seen that using a more complex design variable scheme seems to result in lighter 

optimum structures. However, the performance of these structures in areas other than those for which they were 

optimized may be poor. Therefore, all aeroelastic constraints should be included to ensure that none violate safety 

limits. For the given cases, the number of design variables used did not have a great effect on the computational 

expense of an analysis. Therefore, it may often be worthwhile to use more design variables. On the other hand, the 

variables should be linked along physical lines so that the resulting design can actually be manufactured. 

Conclusions and Recommendations 

The examples presented in thisinvestigation demonstrate that the optimization capabilities of the ASTROS procedure 

are well suited for the preliminary design environment. Any number of constraints of strength, divergence, control 

reversal, and flutter can be imposed on general finite element structural models of flight vehicles. The ability to 
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simultaneously consider many constraints from each of several disciplines allows the structural designer to develop 

non-intuitive solutions to the complex design problem placed on modem flight vehicle structures. 

This investigation focused upon the structural weight optimal design of two models of a fighter-type wing of low 

aspect ratio. The optimal weight redesign of the wing structure was obtained with imposed constraints on strength, 

control reversal, and flutter, using both subsonic and supersonic aerodynamic theories. In general, the weight savings 

(at least for strength and flutter) were greater for the complex model than for the coarse model, when both used five 

design variables, and greatest for the complex wing using 24 design variables. 
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TABLE la. Geometrical, Material, and Environmental Property Model Data 

Constraints: 

Input: 

COARSE DESIGN LOW ASPECT RATIO WING 
M = 0.85 and M = 1.2, Sea Level 

Strength (Von Mises), Reversal, Flutter 

Shear panel thickness: 

Membrane thickness: 

Spar cap cross-sectional area: 

Spar stiffener cross-sectional area 

All values decreasing from root to tip 

0.08" in ribs 
0.075" to 0.03" in spars 

0.25" to 0.04" in skins 

1.0 to 0.5 in2 

0.05 in2 (not designed) 

Material: E = 1.0*E7 lb/in2, v = 0.33, p = 0.1 lb/in3 

Allowable stresses: 60.0*E3 lb/in2 (tension and compression), 40.0*E3 lb/in2 (shear) 

TABLE lb. Geometrical, Material, and Environmental Property M)del Data 

Constraints: 

Input: 

COMPLEX DESIGN LOW ASPECT RATIO WING 
M = 0.85 and M = 1.2, Sea Level 

Strength (Von Mses), Reversal, Flutter 

Shear panel thickness: 

Membrane thickness: 

Spar cap cross-sectional area: 

Spar stiffener cross-sectional area 

All values decreasing from root to tip 

0.015" in ribs 
0.062" to 0.005" in spars 

0.25" to 0.046" in skins 

1.6 to 0.92 in2 

0.006 in2 (not designed) 

Material: E = 1.0*E7 lb/in2, v = 0.33, p = 0.1 lb/in3 

Allowable stresses: 60.0*E3 lb/in2 (tension and compression), 40.0*E3 lb/in2 (shear) 
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TABUE 2a WEIGHT OPTIMIZED WING WITH VARIOUS CONSTRAINTS 
Coarse Wing, M = 0.85 and M = 1.2, Sea Level 

MODEL MACH NUMBER REVERSAL-q (#/in2)      FLUTTER STRUCTURAL 
SPEED (in/sec)  WEIGHT (#) 

Nominal 

Optimized 
(Strength) 

Optimized 

Optimized 

Optimized 

Optimized 

Optimized 

M = 0.85 
M=1.2 

M = 0.85 
M=1.2 

M = 0.85 
M=1.2 

M = 0.85 
M=1.2 

M = 0.85 
M=1.2 

M = 0.85 
M=1.2 

M = 0.85 
M=1.2 

45 
41 

11 
11 

52* 
52* 

45* 
41* 

51 
53 

45*t 
41*f 

45*f 
41 *t 

* indicates quantity was a constraint 
t indicates constraint was not active in the optimized design 

30,100 
29,600 

17,900 
30,400 

32,400 
27,304 

29,500 
25,600 

32,500* 
32,500* 

33,000* 
33,000* 

31,000* 
31,000* 

497 
497 

102 
102 

480 
381 

398 
323 

440 
510 

424 
493 

382 
453 
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TABLE 2bi WEIGHT OPTIMIZED WING WITH VARIOUS CONSTRAINTS 
Complex Wing, M = 0.85 and M = 1.2, Sea Level 

MODEL FLIGHT 
CONDITION 

REVERSAL-q (#/in2) FLU11ER 
SPEED (in/sec) 

STRUCTURAL 
WEIGHT (#) 

Nominal M=0.85 
M=1.2 

31 
21 

32,400 
37,700 

488 
488 

Optimized 
(Strength) 

M = 0.85 
M=1.2 

11 
9 

17,500 
23,200 

151 
151 

Optimized M = 0.85 
M = 0.85 

36* 
52* 

36,700 
47,700 

392 
950 

Optimized M = 0.85 
M=1.2 
M = 0.85 
M=1.2 

31* 
31* 
45* 
45* 

32,900 
53,000 
43,800 
47,900 

325 
799 
590 
306 

Optimized M = 0.85 
M=1.2 
M = 0.85 
M=1.2 

35 
16 
32 
14 

34,900* 
34,900* 
32,500* 
32,500* 

377 
377 
334 
321 

369 
668 

Optimized M = 0.85, M=1.2 
M = 0.85 

31*f 
45* 

35,500* 
33,000*t 

Optimized M = 0.85 
M=1.2 
M = 0.85 
M=1.2 

31*t 
21* 
45* 
45* 

33,300* 
33,300*t 
31,000*t 
31,000*t 

331 
304 
614 
(see text) 

* indicated quantity was a constraint 
t indicates constraint was not active in the optimized design 
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Coarse Model 
Figure 1a 
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Fine Model 
Figure 1b 
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Aerodynamic and Structural Geometry 
Figure 2 

(From Ref. 4) 
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Abstract 

Performance has always been the driver of weapon systems design. Today, with dwindling 

financial resources, the consideration of life-cycle cost has become another major driver that 

profoundly affects the design. In order to access affordability, tools and techniques need to be 

developed. It is well known that over 80% of the cost of a design is committed at the 

conceptual level, therefore, in order to have the greatest leverage, affordability has to be 

considered before the form of the design is firmed up. Once the concept is established, tools 

such as Cognition's cost modeler and Boothroyd Dewhurst's DFA can predict to a certain level 

the cost of manufacture and assembly. Other tools such as Taguchi's and the Six Sigma 

approach allow producibility to be quantified. No such tools exist at the conceptual stage. This 

report summarizes the published work that deals with costing and producibility tools that 

apply to different stages of the design process. It then proposes a methodology to deal with 

affordability early at the conceptual stage. The methodology is based on the use of the QFD 

house of quality and the identification of the non-linear engineering characteristics that affect 

the performance drivers. Such a tool aims at identifying where a design lies on the 

performance - affordability or performance - cost curves to help in prioritizing research needs. 

The report concludes with recommendations to the Air Force aimed at dealing with the 

affordability issue in educational institutions, industry and the government. 
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A METHODOLOGY FOR AFFORDABILITY 

IN THE DESIGN PROCESS 

Georges M. Fadel 

Introduction 

The issue of qffordabUtty in weapons system design will lead to a significant redirection of the 

design process in defense oriented industries. It will also affect any manufacturing concern 

since the drive to cut costs, albeit at the expense of neither performance nor functionality, will 

separate successful and globally competitive industries from the others. Designs no longer 

depend on performance and performance only, rather, on life-cycle costs, performance, and 

environmental impact Measures such as producibility, maintainability, reliability, 

supportability contribute to defining the ajfordabüity issue since these measures ultimately 

affect the life-cycle cost of a system. Methods to evaluate these "ilities" need to be defined. 

Metrics have to be established and used to monitor the design of existing weapons systems, 

their modifications, and of proposed new systems. The consideration of affordabiliry at the 

conceptual design stage provides a high leverage early in the process since design modifications 

become more and more costly as the design evolves and the design freedom is reduced. 

Unfortunately, this consideration is difficult, since at the conceptual stage, design details are 

not available for trade-off studies, and designers involved in detail design do not have tools nor 

techniques to perform trade-off exercises. Databases are practically non existent, and 

individual manufacturers typically rely on rules of thumb derived by experience. Affordability 

needs also to be considered later in the design process, when the embodiment of the design is 

firmed up. The issues of ease of manufacture and ease of assembly are two of the main cost 

drivers at this stage. This work addresses the definition of a methodology to address 

affordability at the conceptual level of the design process. 

Issues and Previous Work 

The Air Force has defined affordability in it's Science and Technology Affordabiliry White Paper 

[S&T, 93] as follows: "A Technology is considered affordable if it meets the customer's 

requirements, is within the customer's budget, and has the best value among available 

alternatives". The keywords in this definition are technology, customer requirements, budget, 

value and alternatives.   In order to access the affordability of a technology, we must therefore 
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consider its life-cycle costs, its ability to meet the customer's requirements, and be able to 

compare it to alternative technologies. To determine life-cycle costs, we need tools, rules and 

metrics in order to evaluate the technology during the initial development of some system 

where the leverage is the highest, or later, during preliminary design when form and function 

are defined. The technology for cost reduction will result from the ability to translate 

experience and heuristic information into models that illustrate the sensitivity of cost, 

performance and environmental impact to a design parameter. 

Raymer [Raymer, 92] has devoted one chapter in his book to the cost analysis issue in aircraft 

design.   Life cycle costs, including research development test and evaluation costs, operation 

and maintenance costs, and various cost estimating methods are mentioned.   In particular, 

Raymer expands on DAPCA IV or Development and Procurement Cost of Aircraft (Rand 

Corporation).   He lists several equations in constant 1986 Dollars that relate the various cost 

components to weight and other characteristics of the Airplane.   These equations are listed in 

Appendix A at the end of the report.    They are the only cost estimators identified in the 

literature survey that have been derived for use at the conceptual design stage (It is assumed 

that aircraft manufacturers have their own methods, but the author did not have access to any 

such information).  It is interesting to note that these equations relate cost in a near linear way 

to weight, velocity,  thrust and other performance measures.     However,  intuitively,  if we 

graphically relate performance to affordability, we should obtain curves such as displayed in 

Figure 1.   One such performance-affordability curve should show when a new technology is 

needed.   The figure describes how a technology becomes less and less affordable when more 

performance is needed.  (Performance - Cost curves would show the curve exponentially 

increasing as cost increases when performance increases.) At a certain point, there is a need to 

move to another technology that might be more or less affordable, but that allows a significant 

increase in performance.  Where is the point at which a new technology has to be introduced? 

Can we generate these curves from the information at hand and estimate at what slope a new 

technology needs to be introduced?   Are the weight, thrust, number of aircraft the correct 

performance measures to use at the conceptual stage?   Should instead increased capabilities 

be the performance measures, and the expected performance gains versus cost for development 

and maturation be the affordability metric? These are questions that need to be resolved. 

The affordability region is displayed as the shaded area in Figure 1.  The region extends above 

the minimum performance required, and below some prescribed cost or above the affordability 

maxl.    Should more performance be required, does the affordability region change?    The 

performance expectations are raised ("higher" on performance axis), this usually translates in 
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higher cost, less affordability, (max2) so the overall affordability could be some area above the 

curve displayed in dashed lines. The whole area itself does not represent the affordability 

region, but, for some performance level, the curve defines the affordability level above which the 

technology is affordable, or the cost level below which the technology is affordable. 

Affordability 

less min higher 

Figure 1. Affordability - Performance Hypothetical Graph 

more 

The issue of costing later in the design stage has been implemented in many methods. The 

Boothroyd-Dewhurst method (DFA) [Booth, 901 considers assembly issues and qualitatively 

links cost to the number of parts. The DFA also includes some measures of simplicity of design 

that directly affect cost. Another less known methodology dealing with assembly issues is the 

Hitachi Assemblability Evaluation Method or AEM. This proprietary method is based on the 

selection of assembly element symbols and their combination which results in a numerical 

rating [Booth, 88]. Cognition [SDRC, 94] implemented an expert system based component 

costing approach which is provided either with Cognition's ACIS based performance modeler 

Mechanical Advantage II, or with SDRC's I-DEAS solid modeling package. In both cases, the 

software allows for customization and has an extensive database of process costs that result in 

a quantitative figure at the design stage (This database needs further development since only a 

few manufacturing processes are presently commercially available). Costing databases need to 

be continuously updated as labor rates and material costs change, and as new manufacturing 

processes become available. Note that this method depends on a knowledge of the form of the 

design, and therefore cannot be used at the conceptual stage. 
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Other costing related research at the process level is abundant. Many textbooks exist that deal 

with the cost of manufacturing parts [Trucks, 74], [Gunth, 71], [VDI, 72], and papers can be 

found that treat most processes. For instance, Poli, Escudero and Fernandez [Poli, 88] describe 

the relationship between part complexity and molding tool costs; Knight and Poli [Knight, 85] 

present a systematic approach to the producibility and cost of forging design; Gutowski et al 

[Gutow, 94] propose a theoretical cost model for advanced composite fabrication. All these 

models can be very helpful to obtain a first estimate of a process cost. They usually presume 

that you know the final form of your design, and often do not include tooling costs, availability 
of tools, etc. 

Thus, at the conceptual level, very rough estimates of cost could be derived using previous 

experience that relate some performance levels such as weight and thrust to cost. These 

estimates rarely result in even orders of magnitude correct costs when novel technologies are 

involved, instead they are more appropriate for mature and well understood technologies. Later 

in the design process, at the component level, if the form or shape is known, cost information 

can be derived if data has been gathered and made available through some costing database. 

Some of the issues that need work are standardization, uniform costing procedures, and access 

to suppliers cost models. What is lacking is a better cost model for putting components 

together such as assemblies. Boothroyd and Dewhurst [Booth, 90] developed a set of rules for 

assemblies intended to reduce costs. These rules include the minimization of part count, the 

avoidance of threaded fasteners, the avoidance of flexible elements, the design for automation, 

the standardization of dimensions. When a machine such as a printer is designed, many of 

these rules significantly affect the overall design. However, in the design of a weapon system 

such as an aircraft, many of these rules are difficult if not impossible to implement at certain 
levels. 

How to handle the decision making process to minimize cost in complex designs is a 

methodology that has to be formalized at the different granularity levels (Assembly to 

subassemblies to components or parts). Cost has to be tied to producibility, support, 

recyclability in order to present the designer with a complete image of the impact of the design. 

Even the cost modelers available (Cognition's for instance) will not easily adapt themselves to 

what-if scenarios. Engineers have to perform multiple runs of the software considering 

different manufacturing alternatives and comparing them. Furthermore, the software is not at 

a level where it can assist the engineer in the decision making process. Note that the present 

feature based modelers can be customized to help derive cost at the embodiment design stage, 

the stage where the form of the design is firmed up, however, if different processes are 
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considered for manufacturing, then different features will be characterized. For instance, in a 

molding process, a rib is a feature witch is inserted to add support and has some thickness and 

height characteristics, whereas in a machining operation, the material around the rib must be 

removed, and the rib may not even be mentioned as a feature. 

Another major concern when considering cost is the identification of relationships between 

features and parameters. In a car for instance, one part can be affected by the geometry or 

behavior (temperature or vibration) of roughly 1200 to 1800 parts [Sferro, 94]. Therefore, the 

modification of a part, the machining or tolerancing of a part, could affect a number of others 

and alter a cost equation. These relationships are investigated and established from the 

customer's point of view in QFD houses of quality. These QFD matrices allow the designer to 

identify how some function or parameter affects the perception of quality for a customer. These 

perceptions are uniquely qualitative and do not consider cost or other metrics. It might be 

advantageous to consider houses of quality that incorporate cost, maintainability or other 

design parameters that provide the designer with feedback on relationships other than quality. 

Still, it is the task of the engineer to identify the sensitivities of cost or maintainability to a 

change in an engineering characteristic, and there is no formalized method to derive all these 

relationships and ensure that no significant one is overlooked. 

As mentioned earlier, affordability entails the evaluation of a technology and its comparison to 

its competitors. For such a comparison, some measure of the producibility of a technology is 

needed. Producibility in engineering design is affected by three main factors: design, process 

and materials. In design, the issues of manufacturability, simplicity, maintainability, 

recyclability, ease of assembly are some critical measures that indicate the level of producibility 

of a product. These measures apply to either the design of components (manufacturability, 

recyclability and simplicity), or to assemblies (ease of assembly, maintainability). When 

considering the process, tolerances, variability, labor, equipment or tooling requirements are 

significant issues and metrics; and when considering the materials, their selection, properties 

and links to the design issues are independent variables that affect both sets of metrics listed 

earlier for the design and the process. 

The issue of producibility is investigated by Motorola in its "Six Sigma Approach" [Harry, 92], 

and an implementation is described in Texas Instruments' design for producibility of active 

array radar modules [TI, 93]. The approach ties the process variability to producibility in terms 

of expected yield. It is based on statistical Process Control (SPC) or on estimates of expected 

defects of processes. It seems to be presently applied mainly to processes related to circuit 

board manufacturing and should be investigated for other manufacturing processes.   The Six 
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Sigma approach allows quantification of the degree to which a process is under control, and the 

goal of the method is to reduce the number of defects in a product at production time. 

The Taguchi method [Taguc, 93] stresses quality and relates the design parameters and process 

characteristics to the quality of a component.   In this method, statistical measures are used 

again to estimate some deviation from a desired value and a loss function is used to quantify 

the quality of a part by translating the loss of quality to some equivalent added cost to the 

customer. 

Both methods address the producibility at the component manufacturing level. The Boothroyd- 

Dewhurst method introduced earlier deals with assembly producibility questions and relates 

that producibility to cost. 

Thus, costing techniques are either available, or can be developed for materials and processes. 

Producibility of designs can be assessed if the form and material are known, but the issue of 

affordability at the conceptual design stage is still not resolved. In the next section, a proposed 

methodology to deal with affordability at the design stage is detailed and applied to sample 

mechanical problems. 

Methodology 

As explained in the previous section, there is a need to bring the decision making process 

affecting cost and producibility all the way back to the conceptual design stage. This means 

that performance and cost are part of the design parameters, specifically customer and 

designer's inputs into the design process which will result in some engineering characteristics 

related to performance, resource allocation and quality. Figure 2. illustrates this process. 

Customer Input 

Designer Input 

Market      Regulations     Technology 

Design Methodology 

Performance 

 ► 
Resource Allocation AUc 

Qualityjfeting 

Tools 

Figure 2. Generic Design Method [Staples, 94] 
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For a weapons system for instance, the customer (DoD) specifies mission goals in terms of 

performance characteristics. These include mission, range, velocity goals, thrust/weight 

characteristics, load, stealth capabilities, stability, etc. All these performance characteristics 

affect the cost equation to some extent. Typically, the higher the performance expectations are 

raised, the higher the overall cost is. The question is how to allocate cost, volume and weight to 

the different sub-components of a design to achieve the optimal affordable system. The 

designer at this point rarely, if ever, considers the life cycle cost as a whole. The design 

decisions are based on flyaway costs in the case of a weapon system, and any performance 

increase request during the production phase can significantly affect overall cost. 

What are we faced with? The customer has some performance objectives in mind when 

deciding to develop a new weapon system. These objectives can be listed with some minimum 

acceptable value and some target value. These are similar to the aspiration levels of 

Staples. [Staples, 94.] For instance, for a supersonic attack fighter, a maximum velocity of 

Mach 1.5 might be the minimum acceptable, and a Mach value of 2 is desirable or targeted. 

Staples uses Fuzzy sets and satisfaction levels to develop an algorithm to maximize the sum of 

the satisfaction levels associated with each performance measure. Furthermore, an importance 

level derived from a QFD house alters the slope of the curve [Staples, 94.] Figure 3. shows a 

Satisfaction versus performance function profile where the performance and satisfaction levels 

are normalized. What this graph provides is a numeric satisfaction level corresponding to the 

performance and to the importance of this performance objective in the design. For a 

performance of 50% for instance, the customer will have a satisfaction level of around 0.85 if 

that performance factor is not very important, a satisfaction level of 0.5 if the factor is 

important, and a level of 0.15 if the factor is very important. 

T 
0 1    Performance 

Figure 3. Satisfaction versus performance [Staples, 94] 
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Staples uses this information to optimize the sum of the individual satisfactions and to 

generate a customer performance level. 

Once the objectives are listed, they need to be related to some engineering characteristics that 

can help define the design at this early stage. What are these characteristics? Typically, 

designers break down their design into sub-components and associate some characteristic 

such as horsepower for an engine, structural integrity for a body structure, to derive the first 

House of Quality of the design. For an airplane for instance, body, wings, avionics, cockpit, 

engines are some of the form descriptors that could help define the engineering characteristics. 

A functional decomposition along the lines of motion, control power and enclosure (for 

mechanical designs) provides a convenient and systematic method to generate all the functional 

components of the design.(For electronic designs, the motion function would not exist) For 

instance, for the airplane, the functions required are lift (upward) and forward motion, these 

are created by a combination of engine(s) and wings. Control is provided by the tail, the flaps, 

their control mechanism and the pilot interface. Power is generated through combustion of fuel 

which has to be stored in the plane. Finally, enclosure provides means to connect all these 

"functional features" together, to incorporate the cockpit, avionics, etc.. Breaking down the 

functions to a lower level before focusing on the functional features allows a further 

decomposition of the plane. For instance, Motion has to be generated on the ground and in the 

air. Ground motion can then be translated into landing gear, its control means steering and 

brakes, etc.. 

After decomposing the design, engineering characteristics have to be associated to these 

functional features. For instance, the wings have structural integrity, area, volume, weight and 

drag coefficient as critical measures, the engine has horsepower, maximum operating 

temperature, weight, the fuselage has weight, structural integrity, and so on. 

No decision has been made so far in the design. The construction of the first QFD house can 

proceed before decisions are made. Figure 4. shows an example of a QFD house. A subset of 

the functional features and the associated engineering characteristics are displayed with some 

representative relations. For instance, the top of the house shows that the wing area typically 

increases with an increase in wet volume, in weight, the area strongly affects the drag 

coefficient of the wing, and negatively affects the size of the engine. This means that for a 

larger wing area, a smaller engine could be used. The matrix itself shows relationships 

between performance goals and engineering characteristics. The range for instance, is strongly 

related to the wing area, wing wet volume, drag coefficient, and weakly related to the weights of 

the engine and wing.  Assigning numeric values to strong, medium and weak (9, 3 and 1), we 
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can add up the importance levels and come up with an absolute importance and relative 

importance. In this particular example, the most important engineering characteristic seems to 

be the wing area, followed by the engine horsepower and the drag coefficient of the wings. 
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Figure 4. Example QFD House of Quality for an Aircraft 

What are the next steps in the design process? How can we use this importance rating? When 

do we make decisions? Supposing we seek a much higher thrust to weight ratio, the house of 

quality shows us that reducing the weight of the engine, of the wings and increasing the power 

of the engine(s) are the modification to the engineering characteristics we should aim for. 

Weight is related to material selection and the design problem becomes the selection of a 

material that has acceptable strength, fatigue, thermal and stealth capabilities among others, 
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but is lighter. Also, how difficult is this material to machine, to produce to the specifications 

required? 

Thurston and Essington [Thurs, 93] describe a spreadsheet based tool to help in the "Optimal 

Manufacturing Design Decision making" process. The methodology criticizes the fact that most 

costing procedures use weighted methods that presume that the different parameters that 

affect the cost (performance parameter) and other objectives are related linearly. Instead, the 

authors describe a non-linear method based on the "Utility Theory" to come up with more 

appropriate weighting means to deal with pareto optimal solutions of multi-criteria design 

problems. The utility theory is based on a heuristic method to access trade-off decisions using 

lottery type questions (Do you prefer a design that weights 100 lbs and costs $10,000 with a 

probability of 0.6 or one that weights 400 lbs and costs $90,000 with a probability of 0.4? 

These probabilities are changed until the user is indifferent to both choices. These probabilities 

then become the weighting factors for the Utility function). This method becomes untractable 

when several variables have to be considered. 

What is proposed is to consider each engineering characteristic that is significant for the 

performance characteristic considered, and study the relationship between cost and that 

characteristic. In the example proposed, we would consider wing area versus cost, and derive a 

relationship which is probably relatively linear since the cost here is mainly a function of the 

amount of material used. The same type of relationship would be apparent for the wing weight, 

engine weight, but a different type of relationship would surface for cost versus maximum 

temperature or cost versus thrust. These two engineering characteristics are related in a 

highly non linear way to cost. It is known that the material properties would not allow a 

sustained maximum operating temperature above some limit, and the power produced is 

related to that temperature as displayed in the hat of the house of quality. Thus, taking into 

account the non-linearity and importance level, we can deduce that these engineering 

characteristics are cost drivers when operating close to the upper limits. 

What about the characteristic that is very costly, but not at the upper limit of the performance? 

How can we evaluate an existing process, material or design and decide whether its cost is 

justified? The example of the airplane is not detailed enough from the point of view of 

engineering characteristics, lets consider a simpler example and try deduce a method. 

Example Problem: Additional Fuel Tank for Airplane 

Let's consider the conceptual design of a fuel tank whose mission is to extend the flight range 

of an aircraft.    Such a tank has one basic function, that of storing fuel.    It has additional 
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functions which are not explicit: fill, drain tank, relieve pressure. We can give the tank some 

concrete measurements: let's suppose its capacity has to be >=25 ft3. Naturally, the individual 

dimensions cannot be negative nor zero, and we want to manufacture a tank that does not 

exceed a certain cost. The problem could be restated as: manufacture the most cost effective 

(affordable??) external fuel tank for an airplane. Now looking at the constraints, such a tank 

has to be easily attached under the body or wing of a plane. It must have some means of filling 

it and draining it, and it must definitely be aerodynamic. Also, safety has to be considered 

(pressure relief, for instance). We can therefore describe the problem using a functional 

hierarchy that we extend until the functional feature level, i.e., a level at which some 

component can be listed that accomplishes the desired function [Figure 5.] This functional tree 

captures one of the three main topics of interest of the customer, namely that the device should 

be functional, the others being pleasing and safe [Figure 6.] The functional attribute is also one 

of the drivers of the designer who aims at satisfying the customer, but also at pleasing or 

satisfying himself or herself. 

■■ 

Fuel Tank 

Fill Support Drain Contain 

1 

Valve Hook Valve 
contain 
liquid 

contain 
gas 

\ 

v M            J v° / 
1 1 

Tank Valve 

Figure 5. Functional Description of Fuel Tank 

The designer needs to consider all the criteria of the interested or participating parties in the 

process, and it is at the conceptual design level that the decisions that have the greatest 

leverage on producibility and cost are made. After detailing the functional description, the 

designer translates the requirements into forms. This translation assumes some 

manufacturing technology, and a set of alternative means or techniques to accomplish the 

design objective. For instance, for our fuel tank model, a casting process might not 

differentiate between the tank walls and components of the valves or support structure, 
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whereas alternative methods using metal rolling and welding dictate an assembly of parts or 

forms. Independently of the manufacturing method chosen, the forms must be described using 

features, dimensions, manufacturing process, tooling requirements, dunnage, gauges, cost, 

fixtures and jigs, center of gravity, weight, material, etc. At this point however, the designer 

has to make decisions. What material must be used for the tank? What manufacturing 

process is more appropriate? How will the valves and attachment mechanism be incorporated 

in the design of the tank? These decisions directly affect producibility and affordability. The 

experienced designer will go to past designs and use them to guide him or her in the decision 

making process. Should the new design constraints be significantly different from those of 

previous problems, novel approaches have to be considered. This is where cost becomes more 

difficult to derive early on in the design. 

Customer's interests 
Functional 

Depends on product (see Figure 5.) 
Pleasing 

Maintainable 
Recyclable 
Easy to use 
Ergonomie 
Affordable 

Safe 
Factors of safety 
Redundancy 
Safety features 

Designer's interests 
Satisfies Customer (Functional] 
Satisfies Manager [Profitable] 
Satisfies Manufacturer [Producible] 
Pleases designer 

Manufacturer's interests: 
Easy to produce 
Easy to assemble 
Safe to produce 

Production Manager's interests 
Producible 
Profitable 

Figure 6. Interests of Various Players in the Design Process 
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Identifying the performance characteristics and engineering characteristics  as previously 

described, the QFD House of quality displayed in Figure 7 can be constructed. 
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Figure 7.  QFD House of Quality for Fuel Tank 

What contributes to the cost at this point? First material, second, process, and third, labor. At 

the design stage, the material issue is paramount since it affects the process used, the 

properties of the part, and the static, dynamic, thermal and other responses of the system. 

Typically, analyses are conducted in an iterative fashion to reach some optimal design that 

satisfies the constraints and minimizes some objective function. This objective function should 

be related in some way to cost. (Typically, weight) 
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How can we proceed with the design of the fuel tank from the functional description including 

cost as a design parameter? How can we factor cost in before deciding on the material, process 

and final conceptual design? At the functional level, the flexibility still exists, and various 

translations of these functions into forms are possible, each with different affordability and 

producibility values. The Germans Pahl and Beitz [Pahl, 76] describe the Use-Value Analysis 

to create a functional tree with some weights that indicate the relative importance of design 

characteristics or evaluation criteria. If we select as performance driver the weight of the fuel 

tank, the material and thickness of the tank are the most important engineering characteristics 

and the material and size of the connector and valve(s) are the other much less important 

characteristics. Note that in this particular example, material was used as an engineering 

characteristic whereas in the previous example, weight was considered. This is done to 

illustrate the variability that will occur when two designers consider a problem. However, 

whether material is included as a characteristic, or weight and structural integrity, by 

evaluating the engineering characteristic that is related in a non-linear way to the cost, the 

thickness of the tank wall surfaces as the cost driver. 

Considering previous designs, some baseline parameter can be identified. For instance, fuel 

tanks made out of some Aluminum alloy have a minimum thickness that has to be maintained 

for fabrication and structural integrity. What other material can be substituted for that alloy 

that would reduce the performance driver (weight) without reducing strength, structural 

integrity, maintainability, ease of fabrication, and still be affordable? If a composite is selected, 

the material characteristics can show that density of composites is in general lower, that 

strength can be higher, but that cost is also higher. What about fabrication, assemblability 

questions with the valves and connector? What about maintainability, recyclability? Which is 

more affordable in the long run? The better question is what is the additional cost incurred in 

reducing weight versus the additional cost in increasing thrust since in an airplane, the thrust 

to weight ratio is the performance driver. 

Assuming the additional cost in increasing thrust is much more important than the one to 

decrease weight, how then can we define the affordability of Aluminum versus composites 

designs? The cost of the fuel tank body can be broken down as follows: 

Cost = material cost + engineering cost + tooling cost + manufacturing cost + test and Quality 

control costs + maintenance cost + recycling cost 

Manufacturing cost includes labor, fabrication and assembly. 

We should then assume a design with a base thickness made of an Aluminum alloy, and 

compute the cost differential in achieving a different thickness.   This cost differential should 
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then be compared to the cost differential for a composite design at the two thicknesses. These 

two differentials provide a measure of sensitivity of cost to performance (thickness) that can be 

used to assess affordability. The two slopes and the cost differential between the metallic and 

composite alternatives have to be used in tandem. The ability to generate numbers that can be 

compared for the two material alternatives is still questionable and merits further investigation. 

Conclusion 

A method to deal with affordability at the conceptual level is presented. This method is 

intended to help the designer make decisions very early in the design process. The method 

does not guarantee "affordable" designs, it helps the thought process of the designer and allows 

him or her to compare alternatives before embodiment design is initiated. Such a method 

needs to be used in tandem with affordability tools later in the design process. In particular, 

tools such as the DFA of Boothroyd Dewhurst, Cognition's cost estimator, and producibility 

tools such as Six Sigma and Taguchi have to be used extensively to further control quality and 

cost. 

These issues highlight the lack of proper training of student engineers that are rarely if ever 

exposed to economic considerations in their curriculum. Additionally, the needs for costing 

databases, standards, and extensive process documentation surface as extremely urgent 

endeavors for government driven projects. The maturation and spread of design for 

manufacturing, the development of tools such as Virtual Manufacturing can only help in the 

long run, since designers educated with such a mind set are aware of the producibility issues 

and ultimately will produce more affordable designs. 

Proposed research projects: 

Develop costing rules for processes to be included in Cognition's database 

Study the development of design features that are not process specific. 

Develop an expert system tool to evaluate cost differentials for specific materials and processes 
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Appendix A 

Modified DAPCAIV Cost model according to Raymer [Raymer, 92] 

The cost of aircrafts in constant 1986 Dollars is listed as a function of the following parameters: 

We = empty weight (lb) 

V = maximum velocity (knots) 

Q = production quantity 

FTA = number of flight test aircraft (typically 2- 6) 

Neng = total production quantity times number of engines per aircraft 

Tmax = engine maximum thrust (lb) 

Mmax = engine maximum Mach number 

Tü Turbine inlet temperature (Rankine) 

Cav avionics cost 

The equations are the following: 

Eng hours = 4.86 We
0-777 V0-894 Q°-163 = HE 

Tooling hours = 5.99 We
0-777 V0-696 Q0-263 = HT 

Mfg hours = 7.37 We
0-82 V0-484 Q0-641 = HM 

QC hours = 0.076 (mfg hours) if cargo airplane = Hg 

= 0.133 (mfg hours) otherwise = HQ 

Devlp. support cost    = 45.42 We
0-630 V1-3 = CD 

Fit test cost = 1243.03 We
0-325 V0-822 FTA1-21       = CF 

Mfg materials cost      =11.0 We
0-921V0-621 Q0.799 = CM 

Eng prodt cost = 1548(0.043 Tmax + 243.25 Mmax +0.969 Tü -2228] = Ceng 

RDT&E + flyaway = HERE + HTRr + HMRM + HQRg + CD 

+ CF + CM +Ceng Neng + Cav 

They are applicable to the design and fabrication of an aluminum aircraft.  For other materials, 

the following fudge factors are listed: 

aluminum 1.0 

graphite-epoxy 1.5 - 2.0 

fiberglass 1.1-1.2 

steel 1.5-2.0 

titanium 1.7 - 2.2 

The hours estimated above are multiplied by hourly rates to calculate labor costs.    Some 

average 1986 wrap rates (including salaries, overhead, benefits and adinistrative costs) are: 

18-19 



engineering $59.10 = RE 

tooling $60.70 = Rj. 

quality control $55.40 = RQ 

manufacturing $50.10 = RM 

Avionics costs are not estimated using similar formulae.   A rough range of 5 - 25% of flyaway 

cost is given, or approximately $2000 per pound in 1986 Dollars. 
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Abstract 

An objective of this effort was to evaluate high-end software packages for computational chemistry for their 

ability to model salt-electrolyte systems in a variety of circumstances. The goal was to provide an understanding of 

the molecular basis for efficient electrolyte systems and to develop a methodology for follow-up studies. Of initial 

interest was the simulation of salt dissolution and electrolyte association. 

The program selected for use in this study was Cerius2 (Molecular Simulations). The UNIVERSAL force 

field (UFF) combined with the Charge Equilibration (QEq) method was evaluated for its reliability in predicting 

atomic charges and geometric parameters for a range of structures. These include several ether structures such as 

tetrahydrofuran, model compounds for the polymeric electrolyte poly(ethylene oxide) (PEO), crown ethers, PEO, and 

the anions of several lithium salts. Comparison of UFF/QEq results was made with experimental data and 

predictions from ab initio and semiempirical molecular orbital methods where available. In general, UFF/QEq gave 

good results, comparable to ab initio values in many cases; however, there appears to be a systematic problem with 

the UFF or QEq parameterization for sulfur-containing compounds, such as tetrahydrothiophene (THS) and triflate 

anions. Recommendations for future studies are given. 

Within the limitations of the UFF/QEq method cited above, the molecular-dynamics simulation capability 

of Cerius2 was used to investigate the association of Li cations in 1,2-dimethoxyethane (DME) — a model 

compound for PEO. In the first approach, a single Li cation and a molecule of DME were minimized (UFF/QEq) in 

a nonperiodic box. The resulting structure showed the association of the cation with one oxygen of DME which 

remained in its low energy conformation. Next, constant volume and energy (NVE) anneal dynamics was used to 

investigate other minimum energy structures. The result was a change in the DME conformation to accomodate the 

association of both oxygen atoms with the cation. In a higher level simulation, 4 Li cations were added to a 

(nonperiodic) solvent box containing 64 DME molecules at 300 K. This system was then minimized (UFF without 

QEq). The Li cations were well dispersed within the box but no specific associations were identified. Finally, 

quench dynamics was used. All cations were associated with at least one oxygen. Two cations were each associated 

with two oxygens from different DME molecules. 
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COMPUTER MODELING OF ELECTROLYTES FOR BATTERY APPLICATIONS 

Joel R. Fried 

Introduction 

There is significant interest to develop superior electrolyte materials for lithium battery applications with 

high ionic conductivity (in the order of 10"3 S/cm) over a broad temperature range (e.g., -40° to 70°C) and with good 

electrode/electrolyte interfacial stability. The objective of this current research effort is to explore the applicability of 

computational chemistry and simulation methods to help identify factors contributing to high conductivity of 

lithium electrolytes. 

There are several major commercial programs available on workstation platforms that provide a broad range 

of computational tools including ab initio, semiempirical molecular orbital, and molecular mechanics methods and 

provide the ability to simulate solvent systems. These include programs from Molecular Simulation (Cerius2) and 

from Biosym (INSIGHT and DISCOVER) which provide molecular-dynamics (MD) simulations as well as user 

interfaces to semiempirical (e.g., MOPAC) and to ab initio (e.g., GAUSSIAN) methods. In addition, SPARTAN 

(WaveFunction) particularly excels at the ab initio and semiempirical level but also provides access to common 

molecular mechanics (MM) methods. Although all three programs have been obtained for review at the University 

of Cincinnati, the efforts during the summer focused on learning to use Cerius2 and evaluating its ability to study 

lithium electrolytes of current interest for secondary battery applications. Work is continuing with both Cerius2 and 

SPARTAN. 

Discussion of Problem 

An objective for the summer effort was to evaluate the ability of Cerius2 to properly simulate 

salt/electrolyte systems. An important consideration is the suitability of the available force fields to model 

electrolyte systems that contain a variety of atom types encountered in electrolyte systems including Li, B, F, and S 

in addition to the common atoms C, H, and O. Only with an appropriate, validated force field, is it possible to 

explore the ability of MM methods to address two issues of importance to polymeric battery applications. One is 

the relationship of the conformation of polyethylene oxide) (PEO) to crystallinity and conductivity. The other is 

the mechanism of salt dissolution and association in a variety of electrolyte environments. These issues are 

discussed below. 

Force Field Evaluation.   An important feature of Cerius2 is its open force field capability for MM 

calculations and MD simulations. Principal force fields (FF) include the UNIVERSAL1 or UFF (UFF 1.01 the 

default FF), DREIDING IT2, Burchart-Dreiding, AMBER, and MM2 (85) force fields (FF). An advantage of UFF is 

that it is parameterized for the full periodic table; the DREIDING FF is another all-purpose FF suitable for organic, 

biological, and main-group inorganic molecules; the Burchart-Dreiding FF is suitable for organic molecules inside a 
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silica/aluminophosphate framework; AMBER (2.01), which was developed for the simulation of proteins and nucleic 

acids, is limited to H, C, O, S, N, and P but contains atom types for biologically important ions (Br, Na, Cl, and 

Ca); MM2 is the 1985 implmentation of Allinger's FF. 

Other than its parameterization for all elements, an important advantage of the UFF is that it can be used 

with the Charge Equilibration (QEq) method of Rappe and Goddard3 to calculate charges for nonperiodic structures.1' 

This approach was developed using experimental atomic ionization potentials, electron affinities, and atomic radii 

from which an atomic chemical potential is constructed. This method is claimed to lead to charges in excellent 

agreement with experimental dipole moments and with atomic charges obtained from the electrostatic potentials of 

ab initio methods. An advatnage of the QEq method is its ability to recalculate charges periodically at equilibrium 

during minimization or dynamics simulation. This capability, which is important in the simulation of electrolyte 

systems where charge interactions can be affected by conformation and association, is not available for the other force 

fields. 

It is clear that UFF/QEq would be the preferred approach for simulation studies of electrolyte systems 

providing that these methods provide a reasonable estimate of geometry and charge assignments. For this reason, the 

predictions of charge and geometry provided by UFF/QEq has been compared to those predicted by ab initio methods 

and MOPAC methods (as described in the section on Methodology) for several model compounds which have 

relevance to electrolyte studies. 

Conformational Studies. It has been reported that higher conductivity can be achieved by decreasing 

PEO crystallinity. There is evidence that this higher conductivity may be associated with increased molecular 

mobility. For example, Johansson and Tegenfeldt4 have reported NMR measurements that show that the rate of 

molecular motion is about 100 times higher in the amorphous phase than in the crystalline phase of PEO. 

One approach to reduce PEO crystallinity is through copolymerization. An example is the 

copolymerization of PEO and polyoxymethylene (POM). At WPAFB, a recent effort has focused on the 

copolymerization of dimethylene chloride and diethylene glycol to give an amorphous polymeric electrolyte having 

an approximate 8:1 ratio of -CH2-CH2-O- to -CH2-O- repeat units. One objective of the current computational 

effort is to evaluate to what extent copolymerization can affect the conformation of PEO and its ability to form a 

helix structure that can form a crystalline structure. 

Simulation of Electrolyte Systems.   Another objective of this work is to evaluate the ability of 

MD simulations to investigate how salts dissociate and how cations and anions may associate with themselves and 

with the nonaqeous medium forming the electrolyte. Current understanding of electrolyte associations has been 

deduced from spectroscopy data and, in some cases, from ab initio calculations as discussed briefly below. 

Freeh and Huang  have used infrared and Raman spectroscopy to study salt association of lithium and 

tetrabutylammonium trifluoromethanesulfonate (triflate) solutions in a variety of solvents. Results indicate that 

f QEq for periodic structures should become available in version 1.6 of Cerius2 expected for release at the end of 1994. 
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contact ion pairing is the only interaction in solvents with relatively weak electron acceptor properties such as 

tetrahydrofuran, triglyme, acetone, and acetonitrile while interactions of the anion with the solvent increase in 

strength with increasing electrophilic nature of the solvent. All modes are shifted to higher frequencies compared to 

free ion. 

In a related study, Huang et al.6 have employed ab initio (GAMESS) calculations to study the nature of 

lithium-inflate associations (triflate anion, lithium ion pair, and aggregate). Analysis of IR spectra shows that 

asymmetric vibrations are split only for SO3 which indicates that interaction of the lithium cation should be 

primarily with the SO3 end rather than with the CF3 end of the triflate anion. The bidentate structure (Fig. 1) was 

found to have the lowest total energy for isolated ion pairs. Similar behavior may be deduced from studies of 

lithium tetrafluoroborate and lithium perchlorate. 

Fig. 1 Fig. 2 Fig. 3 

Huang et al.7 have employed vibrational spectroscopy to study the association of UCF3SO3 in diglyme, 

CH30(CH2CH20)2CH3, and concluded that diglyme forms a 1:1 complex with Li+ at room temperature. At low 

temperatures (-80°C), diglyme forms only a 2:1 complex with Li+ and all triflate ions existing as "free" ions when 

the 0:Li ratio is >6:1. 

Lightfoot et al.8 have used powder X-ray diffraction to investigate the crystal structure of 

PE03»LiCF3SC>3. Analysis indicated that the Li+ cation is coordinated by five oxygen atoms — three ether 

oxygens and one from each of two adjacent CF3SO3- groups. Each CF3SO3- in turn bridges two Li+ ions to form 

chains running parallel to and intertwined with the PEO chain. There are no interchain links between PEO chains, 

and the electrolyte can be regarded as an infinite columnar coordination complex. 

In an earlier study, Lightfoot et al.9 used X-ray powder data (Rietveld method) to deduce the crystal structure 

of PEO/NaC104 for which was composed of a helical polymer chain wrapped around the Na+ cation. Perchlorate 

ions associated with the Na+ cation in a zigzag manner, resulting in five-fold coordination around Na+ comprising 

three oxygens from the polymer chain and one each from the electrolyte complex. 

Francisco and Williams10 have used ab initio to study the energies of different structures of various salts of 

the tetrafluoroborate anion (BF4-) including LiBF4. Their results indicated that the bidentate {Civ) structure (Fig. 2) 
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was preferred for Li+. In general, tridentate coordination is preferred for larger cations, such as Na+. The ionic 

binding energy of BF^Li"1" relative to BF4" and Li+ was estimated to be -601 kJ/mol. 

In a subsequent study by Spoliti et al.1 \ ab initio calculations suggested that UBF4 prefers tridentate (Fig. 

3) binding; however, the stability of the bidentate structure of IJBF4 was found to be comparable to that of the 

tridentate isomer (the energy separation between C2vand C3vis only 1.6 kJ/mol). 

Farber et al.    have used electrical conductivity measurements, Raman spectroscopy, ultrasonic absorption, 

and dielectric measurements to investigate the molecular relaxation of LiAsFg in 1,2-dimethoxyethane (DME). 

Results indicated that the AsF^" ion was spectroscopically free, namely, either unpaired or solvent separated from the 

cation. 

Methodology 

Initially, Cerius2 (version 1.0) operating off a DEC 3000 workstation (mdl. 600, 128 MB RAM, OSF/1, 

version 2.0) on loan from Molecular Simulations, Inc., was used for molecular computations and simulations. In 

early September, version 1.5 was obtained and installed on a IBM PowerStation 320 (RS 6000) equipped with ca. 

1.8 GB disk and 48 MB RAM at the University of Cincinnati. Version 1.5 provides internal MOP AC capability 

that was not available in the earlier release. 

This provision for MOPAC (MOPAC 5 and 6) is provided through the MOPAC User's Interface 

(MOPACUI) by which charges can be assigned (although not recalculated during minimization or dynamics 

simulation). Included within MOPAC is MINDO (Modified Intermediate Neglect of Differential Overlap) and 

MINDO/3.x 3  Also included in MOPAC are two MNDO (Modified Neglect of Diatomic Overlap) programs14 — 

AMI (Austin Model l)15 and PM3 (Parametric Method Number 3).15"17  Parameters that can be obtained include 

the heat of formation, electronic energy, core-core repulsion, dipole moment, and ionization potential. The Cerius2 

implementation of MOPAC is that of QCPE (MOPAC 6.0 QCPE 455). Although MOPACIU does not provide 

energy minimization, some or all of the geometric variables (e.g., lengths, angles, and torsion angles) can be set for 

optimization during a run. 

In the present studies, the MOPAC 6 implementation was used. MOPAC 6 has the advantage over 

MOPAC 5 in its treatment of electrostatic potential (ESP) and an improved PM3 Hamiltonian. For MOPAC 

calculations, structures were first minimized using UFF with QEq recalculation (UFF/QEq). For comparisons with 

UFF/QEq and ab initio results, the MOPAC programs AMI and PM3 were used. Of these two programs, PM3 is 

considered to be the better.18 Atoms parameterized at the PM3 level of interest to electrolyte studies include H, C, 

N, O, P, S, and Cl. Boron is included in AMI but sulfur is not. Neither are parameterized for Li which is a distinct 

problem for direct application of MOPAC such as the minimization of Li+ electrolyte structures but, nonetheless, 

MOPAC (as well as ab initio) results can be a useful base with which to compare the suitability of MM force fields 

for model compounds with parameterized atoms. 
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Cerius2 provides powerful capability for molecular dynamics (MD) simulation of both periodic and 

nonperiodic structures. Principal algorithms for coordinate and lattice (periodic structure) minimization are the 

conjugate gradient and steepest descent methods.  For structure minimization, the default UFF (1.01) was used with 

conjugate gradient 200 minimization and 15 Ä cutoff combined with QEq charge recalculation. Methods available 

for dynamics include constant volume and constant energy (default), constant volume/constant temperature, and 

constant pressure/constant temperature. Other options include Quench Dynamics (dynamics with structure 

minimization) and Anneal Dynamics. A solvent box can be created using the Amorphous Builder module of 

Cerius2. 

Results and Discussion 

A. Force Field Validation and Structure Determination 

To evaluate whether the UFF/QEq force field, or other available force fields chosen for dynamic simulation 

of selected electrolyte systems (see previous section on Methodology), gives a reasonable representation of charge 

distributions and molecular geometry, results of UFF/QEq and MOPAC (AMI and PM3) calculations were made for 

• Hydrofurans and other simple organic compounds such as tetrahydrofuran, tetrahydrothiophene, 

dimethylformamide, and propylene carbonate 

• Model compounds for poly(ethylene oxide) (PEO) 

• PEO and polyoxymethylene (POM) 

• Crown ethers and related macrocyclic structures 

• Anions of several important lithium salts (BF4", ASFö", and CF3S03")- 

Results of these calculations are then compared to available experimental (e.g., X-ray) and ab initio results 

in the following sections. 

Hydrofurans and Related Structures.  Results of atomic charge predictions from ab initio, 

semiempirical molecular orbital (MOPAC), and molecular mechanics (UFF/QEq) calculations on tetrahydrofuran 

(THF), tetrahydrothiophene (THS), and 2-methyl tetrahydrofuran (2MTHF) are summarized in Table I. In addition, 

MOPAC 6 (AMI and PM3) parameters (obtained from Cerius2 MOPACUI) for THF are given in Table II. Finally, 

predictions of energies and dipole moments for THF, THS, and 2MTHF from MOPAC and ab initio studies are 

given in Table ffl. Unfortunately, MOPACUI of Cerius2 is unable to calculate single point energies; these can be 

calculated from minimized structure using SPARTAN in future work. 

In general, the combination of the UFF and the Charge Equilibration (QEq) method (see section on 

Methodology) gives a good representation of the atomic charge assignments for THF and 2MTHF as shown by 

comparison with ab initio results in Table I. In fact, agreement is better than afforded by MOPAC 6 in most cases, 

especially in the assignment of charge for oxygen which is critical for meaningful simulation studies. One difficulty 

of the UFF/QEq method appears to be the handling of charge on the sulfur atom in THS. UFF/QEq predicts a large 

negative charge (-0.403) not indicated by the ab initio or MOPAC results. Whether UFF improperly parameterizes 
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sulfur will be discussed again when the predicted structure of the the triflate anion (CF3SO3-) is discussed in a 

subsequent section. MOPAC (AMI and PM3) does appear to handle sulfur well in the case of THS but appears to 

significantly underpredict the negative charge on oxygen in THF and 2MTHF. For purposes of comparison, 

MINDO/3 was also used to get bond, angle, and charge information for THS as values for geometry of THS have 

been reported by Dewar et al.19 using this method. 

TABLE I. Calculation of Atomic Charges 

Molecule THF THS 2MTHF 

Structure 
265 

34 

265 
3\—iA 3^—'4 

Molecule Atom Ab Initio Charges UFF MOPAC 6 
UHFa      UMP2b QEq Energy0 AMI PM3  MINDO/3 

Charge kcal/mol 

THF Ol -0.643  -0.494 -0.540 10.87 -0.253 -0.249 
C2 0.0346 0.00767 0.0397 -0.0291 0.0542 
C3 -0.373  -0.265 -0.237 -0.1945 -0.138 
C4 -0.376 -0.264 -0.239 -0.1938 -0.138 
C5 -0.0358 0.00516 0.0398 -0.0294 0.0540 

THS SI 0.0943-0.149 -0.403 7.71 -0.007 -0.038 -0.591 
C2 -0.471   -0.275 -0.156 -0.248 -0.181 0.295 
C3 -0.322 -0.247 -0.349 -0.164 -0.104 0.070 
C4 -0.322  -0.247 -0.350 -0.164 0.0664 0.0154 
C5 -0.471  -0.275 -0.155 -0.247 -0.181 0.445 

2MTHF Ol -0.649  -0.482 -0.542 -16.3 -0.259 -0.253 
C2 0.0254 0.0671 0.0253 -0.0274 0.055 
C3 -0.357  -0.346 -0.266 -0.195 -0.138 
C4 -0.385  -0.261 -0.221 -0.193 -0.140 
C5 0.197   0.267 0.158 0.231 0.067 
C13 -0.481  -0.509 -0.362 

\. n ,-. __    • 

-0.217 -0.130 

(courtesty L. Scanlon);c Energy of minimized structure (hartree = 627.51 kcal/mol). 

Of the two MNDO methods, the prediction of PM3 for the heat of formation of THF more closely 

approximates the experimental value as shown by data given in Table II but AMI appears to give slightly better 

charge assignment and prediction of dipole moment for THF and 2MTHF (see Table IE); both AMI and PM3 give 

very good estimation of dipole moment. Values of charge assignments are given in Table I. Values of bond 

distances obtained by the Cerius2 implementation of MINDO/3 are in reasonably good agreement with the literature 

values19 as follows: 1.518 Ä for C-C (1.502 lit.) and 1.815 Ä for C-S (1.789 lit.); for bond angles, these are 92.9° 

for C-S-C (97.2° lit.) and 107.8° for S-C-C (108.5° lit.). Interestingly, our results for MINDO/3 charges indicate 
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that MINDO/3 also seriously overpredicts a negative charge for sulfur (-0.591) compared to ab initio results as 

shown by data given in Table I. 

TABLE II. MOPAC 6 Parameters for THF 

Parameter AMI PM3 expa 

Heat of formation (kcal) -54.7 -47.9 -44.0 
Electronic energy (EV) -3461 -3391 NA 
Core-core repulsion (EV) 2518 2499 NA 
Dipole (D) 1.73 1.55 NA 
Ionization potential (EV) 10.4 104 NA 
C-C bond length (Ä) 1.505 — — 
C-O bond length (Ä) 1.405 — — 
C-H bond length (Ä) 1.113 — — 
O-C-C bond angle (deg) 108.3 — — 
C-O-C bond angle (deg) 106.3 — — 
H-C-H bond angle (deg) 109.6 

aJ. J. P. Stewart.18 

TABLE m. Energy and Dipole Moment of THF, THS, and 2MTHF 
Calculated from Ab Initio and MOPAC Methods 

Compound Ab Initio3 Single Dipole Moment (D) 
Point Energy ab initio" AMI            PM3 
(Hartree) 

-231.7 THF 2.05 1.73             1.55 
-231.0 

THS -554.4 
-553.7 

2.37 2.24             2.40 

2MTHF -270.9 
-270.0 

1.87 1.76              1.57 

a UMP2/6-31+G(d,p); second entry UHF. Data presented by L. G. Scanlon, 
Nov. 18, 1993. 

Cerius2 also provides the ability to draw Connolly surfaces20'21. This approach can be used the assess the 

availabiliy of molecular sites to an ion for association to occur. To probe the access of Li+, a probe of 0.6 A was 

used to represent the ionic radius of Li++ (radii of anions cited by Gray23 are 2.32 A for BF4" and 2.36 A for 

CIO4-). The aid in the visualization of the Connolly surface, a dot density 100 dots per Ä2 was used. From this 

visualization, it appears that the accessibility of Li+ to the oxygen sites of THF, 2MTHF, and 2.5MTHF decreases 

in the order THF > 2MTHF > 2,5MTHF. 

+ Bekturov22 reports the crystallographic radius of Li+ as 0.68 A. 
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TABLE IV. Results of UFF/QEq Calculations of Selected Organic Compounds 

Electrolyte Structure Energy Atomic Charges 
kcal/mol 

2.5THF 7        5        6 -46.24 05 -0.539 
H3CxpO ,    CH3 

Cl 
C2 
C3 

+0.150 
-0.240 
-0.240 

2       3 C4 
C6 

+0.150 
-0.367 

DMF 5         3 

M         ,CH3 
H-C-N. 

1     2 CH3 

4 

27.03 05 -0.497 
Cl +0.416 
C3* 
C4 
N2 

-0.201 
-0.290 
-0.369 

DMAC 6        4 O 
1    N       ,CH3 

H3C—C-N.3 
2         CH? 

2.04 06 -0.502 
Cl 
C2 
C4* 

-0.312 
0.506 

-0.212 

5 
C5 -0.284 
N3 -0.355 

PC 7         1 5.51 Ol -0.549 

4       3 

03 
06 
C2 
C4 

-0.554 
-0.431 
+0.960 
+0.001 

C5 +0.073 
C7 -0.360 

VL 
7         *             6 

H3C. 2/°v^O° 
-16.65 01 -0.525 

06 -0.464 

\     Vs C2 +0.099 ,\J; C3 -0.282 
3          4 C4 -0.201 

C5 +0.662 
C7 -0.347 

BL 

.0   5   oÖ 

24.07 Ol -0.523 
06 -0.456 2

3cr 3          4 

C2 
C3 
C4 
C5 

-0.007 
-0.304 
-0.193 
+0.676 

NMP 7 38.45 06 -0.507 
CH3 C2 +0.486 
JT 1        6 5Qf 

C3 
C4 
C5 
C7 

-0.173 
-0.296 
-0.182 
-0.289 

4      3 Nl -0.496 

C3 refers to methyl carbon closest to carbonyl oxygen; C4 in DMAC same 
as C3 in DMF. 
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The results of UFF/QEq calculations for other organic molecules of interest to electrolyte studies including 

2,5-dimethyl tetrahydrofuran (2.5MTHF), dimethylformamide (DMF), dimethylacetamide (DMAC), propylene 

carbonate (PC), y-valerolactone (VL), ^butyrolactone (BL), and W-methylpyrrolidone (NMP) are summarized in 

Table IV. 

PEO Model Compounds. Several investigators have performed ab initio studies of low molecular 

weight model compounds for polyethylene oxide) (PEO). A commonly studied model compound has been 1,2- 

dimethoxyethane (DME) (C4Hi0O2) H3C-0-CH2-CH2-0-CH3 . Using the 6-31+G* basis set, Murcko and 

DiPaola24 reported that DME slightly prefers a trans O-C-C-O orientation (trans-gauche energy difference of 0.4 to 

0.5 kcal/mol or less). They also noted that that Allinger molecular mechanics method MM2 provided a reasonable 

value for the trans-gauche energy difference but the more recent implementation MM3 provided better values of the 

barrier heights to rotation. Other large basis set ab initio calculations performed by Jaffe et al. indicated that the 

energy of the tg±g* conformation lies only ca. 0.2 kcal/mol above that of the ttt conformation apprarently due to 

strong O-H attractions. Barzaghi et al.26 also have performed ab initio calculations (3-21G and 6-31G*) of DME 

with similar results. 

TABLE V. Atomic Charge Assignments for DME 

Atom AMI PM3 UFF/QEq ab initio3 

Charge Charge 

Cl -0.075 0.051 -0.131 
02 -0.260 -0.249 -0.582 -0.205 
C3 -0.034 0.031 0.056 
C4 -0.034 0.031 0.056 
05 -0.260 -0.249 -0.582 -0.205 
C6 -0.075 0.051 -0.131 

a Partial atomic charges (esu) were obained from standard Mulliken anlaysis 
of D95+(2df,p) SCF wave functions by Smith et al.27 

Use of UFF/QEq to minimize the structure of DME resulted in the ttt conformation illustrated below. 

Results of Cerius2 UFF/QEq and MOPAC 6 (AMI and PM3) calculations on DME are summarized in Tables V and 

VI. Wherever possible, comparison is made with published ab initio results. It is noted that UFF/QEq appears to 

overpredict the negative charge on oxygen compared to ab initio and MOPAC results (Table V); however, bond 

lengths and angles are adequately represented by UFF/QEq (Table VI). This contrasts with rather good prediction of 

the oxygen charge for THF as discussed earlier. 
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TABLE VI. MOPAC 6 and UFF/QEq Parameters for DME 

Parameter AMI PM3 UFF/QEq 3-21G3 

Heat of formation (kcal) -96.16 -83.16 NA NA 
Electronic energy (EV) -4775.6 -4688.5 NA NA 
Core-core repulsion (EV) 3484.6 3473.2 NA NA 
Dipole (D) 0.1077 0.0956 NA NA 
Ionization potential (EV) 10.54 10.62 NA NA 
C-C bond length (Ä) — — 1.517 1.516 
C-O bond length (Ä) — — 1.415 1.434 
C-H bond length (Ä) — — 1.114 
O-C-C bond angle (deg) — — 108.9 105.9 
C-O-C bond angle (deg) — — 109.4 114.9 
H-C-H bond angle (deg) — — 109.2 
COCC torsional angle (deg) — — 178.4 180.0 
OCCO torsional angle (deg) — — 179.9 180.0 

a Barzaghi et al.^ 

Crown Ethers and other Macrocyclic Compounds.   Crown ethers are known to bind certain 
28 cations.     Due to their structural similarity with PEO and other polyethers, crown ethers and other related 

macrocyclic compounds are thereby appropriate models to study in order to better understand the association between 

cation and polyether solvent and to evaluate computational methods. Of available crown structures, the compound 

12-crown-4 (1.2-1.5 Ä cavity diameter), Fig. 4, is the smallest of the common crown ethers and effectively binds to 

the lithium cation (1.36 Ä cation diameter) but not to larger alkali metal cations. 

Fig. 4 Fig. 5 
18     1 

~0 

The structure of 12-crown-4 was drawn using the 3D sketcher of Cerius2. Using UFF/QEq, the total 

(minimized) energy was found to be 119.66 kcal/mol with significant negatives charges on oxygen atoms (-0.57, 

-0.60). Next, a Li cation was added at random and the structure was minimized once again. This time, the energy 

reduced to 70.453 kcal/mol, showing energy stabilization of the associated structure, with the Li+ bound to a single 

oxygen. Next, the crown molecule was rebuilt and Li+ was positioned in the center of the cavity and the structure 

was minimized once again. This time, the energy reduced to -17.44 kcal/mol with Li+ bound to four oxygen atoms 
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in center of the crown with very tight association. This is a good demonstration that UFF/QEq can be used to 

evaluate energetically preferred cation association. 

Very recently, Ayalon et al.29 have reported that the (molecular sandwich) corannulene (Fig. 5) and two 

alkyl-substituted derivatives exist in bowl-shaped form. MNDO calculations on the corannulene/4 Li+ dimer 

indicated a minimum-energy geometry of "stacked bowl" (convex face to concave face) as the global minimum with 

four Li+ cations sandwiched between the two corannulene molecules and two cations above and two below. Using 

Cerius2, a molecule of corannulene was sketched and its structure was minimized using UFF/QEq. The minimized 

energy was found to be 147.7 kcal/mol and the bowl conformation was confirmed. The charge calculations indicated 

that the exterior carbons (carbons 1, 3,4, 6, 7, 9, 10, 12, 13, 15, 16, and 18) to which hydrogens are attached had a 

weak negative charge (-0.132) while other carbons were nearly neutral (ca. +0.02). It is reasonable to assume that 

these carbons are sites for cation association. Next, the amorphous Builder was used to clone and build two 

corannulene molecules. The geometry of the nonperiodic structure was minimized (295.0 kcal/mol) and confirmed 

the stacked bowl model. 

Poly(ethyIene oxide) and Polyoxymethylene.   Polyethylene oxide) (PEO) is a highly (-85%) 

crystalline polymer with an amorphous phase 7/g of ca. 206 K. The crystal structure of PEO has been investigated 

by Takahashi and Tadokoro30'31 The more recent interpretation of X-ray diffraction data31 supports a (monoclinic) 

unit cell with parameters given in Table VII. This structure represents a slightly distorted (7/2) helical structure 

compared to the often reported D-j symmetric structure (T2G type conformation) that had been proposed in the earlier 

study.30 In this model, each unit cell (1666.8 A3 in volume) contains two right-handed and two left-handed chains. 

In comparison, the earlier study of Tadokoro30 indicated that the crystalline phase of POM consists of one helical 

chain providing 9 repeating units per 5 turns. It is noted that this structure of POM results in a distribution of the 

oxygen atoms at the outside of the helix compared to the internal location of the oxygen atoms in either model of 

PEO. 

TABLE VII. Unit Cell and Molecular Parameters of Crystalline PEO31 

Parameter Value 

a 8.05 Ä 
b 13.04 A 
c (fiber axis) 19.48 A 
ß 125.4° 
space group P2l/aC7b

5 

unit cell (Ä3) 1666.8 
C-C bond length (Ä) 1.54 A 
C-O bond length (A) 1.43 A 
C-H bond length (A) 1.09 A 
O-C-C bond angle (deg) 110.0 
C-O-C bond angle (deg) 112.0 
H-C-H bond angle (deg) 109.5 
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Very recently, Neyertz et al.32 have employed MD simulations (program FUNGUS) of the PEO crystal 

structure using the X-ray data of Takahashi and Tadokoro31 given in Table VII as the starting point and ab initio data 

for diglyme 

CH3 —0-(CH2—CH2—03-CH3 

to set torsional constants. A periodic box consisting of 8 crystallographic unit cells (2x2x2) containing 1568 

atoms in 16 chains. Molecular dynamics at 300 K with 10 ps equilibration and 100 ps simulation indicated that the 

OCCO dihedral angles (71.3 + 3°) remain in their gauche wells and the COCC dihedral angles (183.±.3 5°) similarly 

remain in their initial trans wells eventhough the torsional barriers for OCCO (2.26 kcal/mol) and COCC (1.75 

kcal/mol) are low. The average value of the dihedral angles is 185.4° (T) for the C-O bonds; the corresponding 

averages for the C-C bonds are 68.4° (G") in the two left-handed chain helices and 291.6° (G+) in the two right- 

handed chain helices in the unit cell, giving TTG" and TTG+ conformations, respectively. The Rietveld method was 

used to generate X-ray diffraction profiles which agreed well with experimental powder diffraction data. 

A PEO chain of 18 repeat units (PEOI8) -rCH2—CH2— oj—   was generated using the Polymer Builder 
lo 

module of Cerius2. Geometric parameters are given in Table VIII. UFF/QEq charges on the interior oxygens were 

-0.4975 while the charge on the terminal hydroxyl group was -0.7011. It is noted that some studies have indicated 

that the solubility of many inorganic salts in PEO is directly related to the fraction of terminal hydroxyl groups.33 

Bernson and Lindgren34 have used FTIR analysis of the OH stretching-vibration to study end-group coordination of 

PPG(3000) terminated with hydroxyl groups and concluded that there are two dominating coordination structures 

involving the OH groups — one is the solvent separated ion pair where the anion and the cation is separated by an 

OH end group and the other is an OH group coordinated both to the cation of the salt and to an ether oxygen from 

the polymer. For the PPG/LiCF3S03 system, the lithium ions prefer to coordinate to OH groups rather than to 

ether oxygens. 

TABLE VIII. Geometry of PEO Obtained by Cerius2 

Parameter Value 

C-O bond length (Ä) 1.430 
C-C bond length (A) 1.540 
C-O-C dihedral angle (deg) 109.0 
O-C-C-O torsional angle (deg) 65.0 
C-C-O-C torsional angle (deg) -171.7 
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It should be noted that the PEO structure generated by the Polymer Builder of Cerius2 gives the original Dq 

symmetric structure. Use of UFF/QEq indicates that the energy is not minimum at 345 kcal/mol. Minimization 

reduces this to -292 kcal/mol (alters helix) and the charge on the interior oxygens increases to -0.5080. 

Atomic charges were also determined by use of the MOP AC Polymer Facility provided by Cerius2. This 

feature allows MOPAC calculations on a repeat unit from the monomer file or one constructed with special end- 

tagged groups for use by the Polymer Builder module. Use of MOPAC 6 (AMI) gave a dipole moment of 1.98 D 

and oxygen charge of -0.1575. This is substantially smaller than that obtained by UFF/QEq. 

Polyoxymethylene has been reported by Sorensen et al.36 to exist as helical chains in two crystalline forms 

— hexagonal and orthorhombic. Their MD simulations indicated that the packing energy of the orthorhombic form 

(2/1 helix and 2 chains per cell) is slightly more favorable (1.5 kJ/mol) but the free energies of the two crystalline 

forms are comparable at room temperature. 

A polyoxymethylene chain of 18 repeat units (POM18) was built using the Polymer Builder of Cerius2. 

The resulting structure was planar zig zag with QEq charges of -0.4253 on the interior oxygens and -0.6260 on the 

terminal hydroxyl group. This structure contrasts with the known tight 9/5 or 2/1 helix structure reported for 

POM30 and, therefore, torsion angles must be specified to get the correct conformation for this polymer. It is noted 

that in their paper on the QEq method, Rappe et al.3 reported a -0.534 to -0.541 charge on interior oxygens (with no 

preferred conformation). 

Finally, a random copolymer containing 24 PEO units and 3 POM units was constructed using the 

copolymer builder module of Cerius2. The resulting structure was a distorted £»7 symmetric helix which would 

certainly interfere with crystal packing. In future studies, it should be possible to investigate the possible crystal 

structure of this copolymer using the Crystal Packing module (not available at this time). 

Salts. The lithium salts that are most important for electrolyte applications are those with low lattice 

energies including lithium tetrafluoroborate (LiBF4), lithium hexafluoroarsenate (LiAsFö), lithium perchlorate 

(UCIO4), and lithium trifluoromethanesulfonate or lithium triflate (UCF3S03). Structures for the anions BF4-, 

ASFö", and CF3SO3" were sketched and a total charge of-1.0 was assigned. The structures were then minimized 

using UFF/QEq and final atomic charges and geometry determined. 

Optimized geometries and total energies of the triflate anion (CF3SO3") 
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have been obtained by Huang et al.6'37 using ab initio molecular orbital calculations (GAMESS) as shown in Table 

IX. Best agreement with experiment (crystal structures of triflate hydrates) was found using UHF/6-31+G*. Results 

of Mulliken charge calculation gave -0.928 for each oxygen atom and -0.272 for each fluorine atom in the anion. It 

is noted that X-ray crystal structures suggest that cations interact only with the oxygen atoms of the triflate anion 

rather than with the CF3 end37 and that the CF3SO3" anion has a C3,, point group symmetry (staggered 

conformation). The -CF3 group is close to a regular tetrahedral geometry with a C-S-F angle of 111.8° and a F- 

C-F angle of 107.0° while the SO3 group is flatter than the CF3 groups with a C-S-O angle of 102.2° and a O-S- 

O angle of 115.4° (6-31+G*). 

Charges determined by UFF/QEq for CF3SO3- are 1.285 for C, -0.540 for F, 0.194 for S, and -0.236 for 

O. The charges for F and O are distinctly different from those obtained by ab initio calculations (F, -0.272; O, 

-0.928) cited above. Results from Gaussian 92 calculations by L. Scanlon gave charges of 0.938 for C, -0.414 for 

F, and +1.849 for S, and -0.848 for O with bond lengths of 1.324 Ä for C-F, 1.832 for C-S, and 1.443 for S-O. 

In comparison to the ab initio results, the UFF/QEq charge assignments for C and F are not too bad while those for 

S and O do not compare well. Geometric parameters using UFF/QEq are given in Table IX with comparison to 

experimental and ab initio values. Values for bond lengths and dihedral angles obtained by UFF/QEq are in excellent 

agreement with experimental and ab initio results except for those involving sulfur — the S-O bond length is about 

20% larger than the experimental and the O-S-O dihedral angle is about 10% too small while the S-C-F angle 

agrees well with ab initio results. The results for C and S (charges and bond lengths) question the UFF/QEq 

parameterization for sulfur as discussed earlier for THS. It is noted that although the original publication reporting 

the QEq method  lists atomic parameters for sulfur, no examples of charges calculation with sulfur compounds were 

reported. Recent discussions with Molecular Simulations indicates that they are aware of the problem of S 

parameterization and that it is being addressed. 

TABLE IX. Geometry and Energies of the Triflate (CF3SO3-) Anion Obtained by Cerius2 

Parameter Experimental 6-31+G* UFF/QEq 

C-S bond length (Ä) 1.827 1.827 1.866 
S-O bond length (A) 1.445 1.422 1.726 
C-F bond length (Ä) 1.326 1.321 1.389 
C-S-O dihedral angle (deg) 103.97 102.6 114.8 
S-C-F dihedral angle (deg) 111.8 110.9 
O-S-O dihedral angle (deg) 114.6 115.4 103.6 
F-C-F dihedral angle (deg) 108.6 107.0 108.0 

Next, the ASFö anion (octahedral) 
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-0.388 
F 

As 1.33 
F' I "F 

F 

was constructed and its structure minimized using UFF/QEq. Calculated charge for F and As were -0.388 and +1.33, 

respectively while the calculated As-F bond length was 1.817 A with a F-As-F dihedral angle of 90°. Although 

direct ab initio results for the anion are not available, ab initio results (GAMESS) for LiAsF6 by L. Scanlon indicate 

comparable charge assignments for fluorine (-0.301 to -0.358) and for As (1.66) and a As-F bond length of 1.759 Ä. 

Finally, the structure of BF4" (tetrahedral) was drawn, total charge set to -1.0, and minimized by UFF/QEq. 

Results indicate a B-F bond length of 1.411 Ä and dihedral angle of 109.5°. Charge assignments ranged from -0.587 

to -0.618 for F and +1.407 for B. Francisco and Williams10 report the experimental B-F bond length as 1.389 ± 

0.002 A with ab initio values ranging from 1.395 to 1.463 A. Scanlon reports a B-F bond length of 1.397 A (UHF 

6-31+gd) with a-0.7044 charge on F. Spoliti et al.11 cite similar values. The UFF/QEq value of 1.411 Äforthe 

B-F bond length and the fluorine charge are therefore reasonable. 

-0.618 
F 

1.407J..-F -0.607 
F p 

-0594   -0.587 

B.   Simulation   Studies 

Conformation of PEO and PEO/POM Copolymers.   Rotational isomeric state (RIS) models for 

the PEO chain have been proposed by several groups.27'38"41   Statistical weights were adjusted and RIS 

predictions compared to experimental values for the unperturbed chain dimensions and dipole moment and their 

temperature dependence. 

Very recently, Smith et al.27 have proposed that, in order to get the most accurate model, it is necessary to 

include third-order interactions (those depending upon three consecutive torsional angles resulting in a 9 x 9 

statistical weight matrix) to obtain the most realistic model that can properly account for strong 0--H attractions. 

The model parameters were based upon ab initio electronic structure analysis of the model compound 1,2- 
dimethoxyethane (DME) discussed earlier and diethyl ether (DEE) H3C-CH2—0-CH2—CH3 

f   Analysis reveals 

that the strength of the oxygen gauche effect for the C-C bond (the stabilization of the O-C-C-X gauche 

t  It is noted that, in the development of their RIS model, Miyasaka et al.40 have used results of molecular mechanics (MM) 
calculations on the model compound 3,6-dioxaoctane (DOO) 

CH3—CH2—0-CH2—CH2—0-CH2—CH3 
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conformation relative to the trans conformation correlates with the degree of Coulombic repulsion or attraction 

between the oxygen and the "X" moiety). In the case of DME, ab initio calculations indicate that the O-C-C-O 

gauche conformation is about 0.1 kcal/mol higher in energy than the trans conformation while calculations for 1,3- 

dimethoxypropane and methyl ether indicate that the O-C-C-CH3 gauche conformation is significantly lower in 

energy than their respective trans conformation. Geometric parameters used in the RIS model were obtained from the 

conformational averages of ab initio optimized conformational geometries of DME. These are given in Table X. 

For reasons discussed in the section on Conclusions and Recommendations, no attempt was made to employ 

simulations methods to study PEO or copolymer conformations. 

TABLE X. RIS Geometric Parameters27 

Parameter Value 

C-C bond length (Ä) 1.52 
C-0 bond length (Ä) 1.40 
C-C-O angle (deg) 111 
C-O-C angle (deg) 115 
C-O-C-C gauche angle (deg) 100 
O-C-C-O (deg) 105 

Dissociation and Association.  The ability of Cerius2 to simulate the solvation of a Li cation in 

DME has been investigated. As an initial approach, the Amorphous Builder module was used to add a single Li 

cation to DME (previously minimized structure). The structure of DME/Li+was then minimized using UFF/QEq . 

The resulting structure of DME was the original ttt (see earlier discussion) with Li+ associated with one oxygen as 

illustrated below (Fig. 6, Chem3D Plus representation). 

Fig. 6 Fig. 7 
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Next, NVE anneal dynamics was used (5 annealing cycles, 300 K mid-cycle temperature, 50 K temperature 

increase, 50 steps of dynamics per increment).* The nonperiodic structure showing the conformational change of 

DME allowing coordination of Li+ with the two oxygens and energy minimization is shown in Fig. 7. 

In the next approach to evaluate the dynamics simulation potential of Cerius2 for future studies, a solvent 

box (periodic structure) was constructed using 64 molecules of DME and 4 Li cations at a density of 0.863 g cm-3 

(the density of DME at 20°C). This ratio was selected because the conductivity of salt-in-polymer solutions is often 

maximum near a molar ratio of 16 polymer ether repeat units to 1 salt cation.42   Due to the current restriction of 

UFF/QEq to nonperiodic structures, the default UNIVERSAL force field was used with no Charge Equilibration. 

The minimized structure indicated a random DME system with dispersed Li cations. No specific associations were 

observed at this level. Next, a NVE quench dynamic simulation method* were used to investigate low energy 

associations. At the conclusion of the simulation, all four Li cations were coordinated to one or two oxygens. In 

each case, multiple associations were between Li+ and oxygen atoms on two different DME molecules suggesting 

that such an association is energetically more favored compared to the conformation change required for complexation 

with both DME oxygens as reported above for the minimization of a single DME molecule and Li cation. 

Conclusions and Recommendations 

The results of this study indicate that dynamic simulations using Cerius2 has potential for the investigation 

of salt dissociation/association in polymer electrolytes and provides an approach for continuing work. Due to the 

limitations of direct use of the UFF/QEq method for assigning correct charges (and to a lesser extent correct 

geometry) for the triflate anion and for polyethers as discussed earlier, the following approach is recommended. Ab 

initio methods (through SPARTAN or GAUSSIAN) should be used to determine charges and all molecular 

parameters for three anions (AsF6", CF3SO3-, and E-F4-). Similarly, ab initio results for DME, diglyme, or 3,6- 

dioxaoctane should be used to assign charges to PEO. Charges and all geometry parameters can then be assigned to 

each molecule using Cerius2 for the simulation work. Next, dynamic simulations of a nonperiodic box of 

DME/Li+/AsFö" should be performed to investigate ion pairing and solvent-cation association and to compare the 

simulation results with the experimental work of Farber et al.12 cited earlier. The approach developed in this study 

will be used to simulate the PEO/LiAsF6, PEO/CF3SO3, and PEO/LiBF4 systems. For this work, torsion angles 

for PEO can be set using the rotational isomeric state (RIS) parameters of Smith et al.27 as discussed earlier. This 

combination of ab initio and molecular dynamics results should give a realistic simulation of polymeric electrolyte 

systems. 

t In anneal dynamics, the temperature is altered in time increments from an initial temperature to a final temperature and 
back again. .... 
* During quench dynamics, periods of dynamics are followed by a quench period in which the structure is minimized. 
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Paul Gader, Assistant Professor 

Joseph R. Miramonti, Graduate Research Assistant 
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ABSTRACT 

Digital image analysis techniques for identifying vehicles in complex scenes were studied. Neural networks that 

learn image algebra operations for feature extraction and classification simultaneously were applied to the problems 

of detecting tanks in Infrared (IR) imagery and Chevrolet Blazers in visible imagery. Results on the tanks 

reconfirmed earlier results with different networks that show networks are capable of generalizing from a much 

smaller set of examples than matched filters. The Blazers were in parking lots filled with a variety of vehicles. 

Several test Blazers were in the lot at a variety of ranges, aspects, and depression angles. Empirical results show that 

the image algebra networks can store a variety of representations of Blazers, including range, aspect and plane 

rotation angles. In addition, the networks exhibited the capability of generalizing to Blazers with different paint and 

options in some cases and could detect partially occluded Blazers. Further research is required to suppress network 

output on complex backgrounds. 
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Scanning Image Algebra Networks for Vehicle Identification 

Paul Gader and Joseph R. Miramonti 

I. INTRODUCTION 

This report describes the results of experiments in which Image Algebra networks were applied to the problem of 

vehicle identification in digital images. The general problem can be stated as follows: Given a digital image of a 

scene that may or may not contain one or more vehicles of a certain type, indicate the location of each vehicle of that 

type in the scene. The vehicles in the scenes can be at a variety of aspect, depression, and plane rotation angles and 

ranges, can be occluded, can have a variety of paints, and can have various accessories attached. In addition, there 

may be vehicles in the scenes that are very similar to the vehicles sought but which are different. 

We considered two types of vehicles: tanks and Chevrolet Blazers. In the first set of experiments, infrared images of 

tanks were used. Each image contained one vehicle. Image algebra networks were trained on a subset of the images 

and applied to all images with 100% success in confidently locating the tanks in the images. In the second set of 

experiments, much more complex visible images were used. The images consisted of scenes of a parking lot which 

was filled with vehicles. There were three different Blazers that appeared in the image set. One particular Blazer was 

used to train a variety of Image Algebra networks. The Image Algebra networks were able to find the particular 

Blazer at a variety of ranges that differed from the training set, at aspect angles that differed by as much as 

approximately 45° from those found in the training set, and which were partially occluded. The networks had 

difficulty generalizing to other Blazers but exhibited some capability of doing so. The difficulty lies in the fact that 

several vehicle types look extremely similar to Blazers and suppression of output on these vehicle types leads to 

suppression of output on Blazers that look different from the training Blazer. 

An Image Algebra network is a variation of a multilayer feedforward neural network that learns feature extraction and 

classification operations simultaneously. The feature extraction operations are represented using generalized image 

algebra operations. The classification is performed using standard, feedforward multilayer neural networks. The 

Image Algebra network structure has roots in many places[l-ll]. Le Cun et al at ATT [1] used the shared weight 

concept, also discussed in [12], to design feedforward neural networks that combine linear feature extraction and 

classification. In the case of linear feature extraction, our networks are also shared weight networks. Krishnapuram 

and Lee have used operations that range from below min to above max to learn generalized fuzzy set operations for 

pattern classification[13]. Yuille et. al. used a similar idea to design linear or morphological operations depending 

on the choice of parameters[14]. Our networks incorporate all of these notions into a network structure that can 

learn both linear and morphological operations [15 -17]. 

Many researchers are considering the problems of vehicle identification for automatic target recognition. One 

popular approach is the matched filter. Several impressive studies have been done utilizing a variety of design 

methodologies [18 - 21]. Theoretically, a multilayer feedforward neural network can form more complex decision 

boundaries than matched filters and can therefore solve more complex pattern recognition problems. We have 
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previously shown empirically that neural networks can successfully generalize from a significantly smaller set of 

examples than a MACE type matched filter [20,22]. Thus, neural network have several good properties with respect 

to vehicle identification. It is possible that several matched filters can achieve the same level of performance as the 

multilayer neural network for a lower computational cost, either due to optical implementations or to efficient digital 

implementations. A thorough comparison of well developed methodologies utilizing each approach on standard 

data sets would be useful. 

Several authors have applied neural networks to target recognition, cf. [23]. Image Algebra networks have been 

successfully applied to character recognition and chromosome recognition problems. The results have been good in 

both cases. In the case of handwritten digit recognition, the classification rates computed from several thousands of 

test images were in the 96% - 98% range [17]. These rates are at the state of the art. In the case of chromosome 

recognition, the classification rates were also high, around 89%. The approach taken for vehicle identification in this 

study differs from these other applications in some respects. In both chromosome and character recognition, there are 

a large number of classes (e.g. 24 chromosome classes or anywhere from 10 to 62 character classes). Also, the 

characters and chromosomes were segmented from the background whereas we are not segmenting the vehicles from 

the background. 

In section n, we describe Image Algebra networks. Following that, we describe our experimental approach. Finally, 

we present some results and observations from the experiments. 

II. IMAGE ALGEBRA NETWORKS 

Operations and Properties 

Let Xc Z or Z x Z be a coordinate set, where Z = set of integers and F be a value set (such as the integers or 

reals). An image on X with values in F is a function a : X -> F. We denote the set of such images as FX. A 

template on X is a function t: X -> F^\ For x,y e X, we write ty for t(y). Thus, ty denotes an image on X and 

ty(x) denotes the value of the image at the location x. A template is called translation invariant if ty(x) = 

ty(y)(<l>(x)) for all translations <|> with (|)(y), <|>(x), x, y E X. The supports So, S«,, S.x are defined by Sj(ty)= { x 

e X : ty(x) * i} i = 0,°o, -°°. If t is a template, then t* is the template defined by t*y(x) = -ty(-x). 

The standard operations of image algebra, © , \y\ , and [A]   are defined in [15 - 17, 24].   The © operation 

represents all linear operations. In the translation invariant case, the other operations are related to the standard gray- 
level morphological operations as follows: b = a \vj t represents the dilation of a by the structuring element t and 

b = a [AJ t represents the erosion of a by the structuring element t*. 

We define a hit-or-miss transform for gray-scale morphological operations as follows: Let a be an image on X and 

let h and m be structuring elements on X. Let b = (h,m). The hit-or-miss transform is 

a <8> b = a ® (h, m) =a0h-a0m*. 

This definition is motivated by the umbra transform and is fully described in [17]. 
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We also define three generalized operations used in an Image Algebra network: weighted erosion, weighted dilation, 

and weighted hit-or-miss transform. For these operations, we require that F = [0,1]. Let r(x) be a non-decreasing, 

real-valued function defined for all real numbers with values in F = [0,1]. We define operations \v\T and [Ä]r by b = 

a[Ajrt where 

andb = a[vjrt where 

b(y)=   A    r[a(x) - ty(x)] 
Sl(ly) 

b(y)=   V    r[ a(x) + ty(x) ]. 
Sidy) 

Given A = {(x, a(x)): x e X} and T = {w, t; p} where w and t are templates on X and p is a real, nonzero value, we 

define the weighted erosion operation by: 

E:   (A 
1/P, 0j T)(y) = [£ wy(x)r[a(x) - ty(x) ]p)]   *) 

The properties below follow from those for the generalized mean [13]. 

If wy (x)= — for all y and x and p -> -°°, then E = a [AJ,. t 

and that 

If p = 1 and ty(x) = 0 for all y and x, then E = a © t. 

We define the weighted dilation operation similarly [17]. 

Finally, we define the weighted hit-or-miss transform, denoted by A ® B, by letting H = {wh, tn; ^} and M 

_ {win tm; pin} and setting 

A ® B = (A 0 H) - (A Q M*) 

where M* = {-wm(-x), -tm(-x); p01}. An example is shown [17]. These operations can all be used and optimized as 

the feature extraction portion of an Image Algebra network as described in the next section. 

.Network Structure 

The image algebra network is composed of two parts: a feature extraction network followed by the 

feedforward network. The feature extraction network can consist of one or more layers, and each layer can also 

consist of one or more feature maps. Each layer performs feature extraction by template operations over the input to 

that layer. The sizes of the feature maps are determined by the undersampling rate for the convolution over their 

input. The feedforward network performs classification based on the outputs from the feature extraction network. 

Figure 1 shows the whole network structure for two-dimensional inputs. 
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Figure 1. Network Structure. Figure 2 Node operations for the feature 

extraction network. Linear operation (a) 

and Morphological Hit-or-Miss operation (b). 

The nodes in the feedforward network, except those in the input layer, compute a net input by a weighted sum of its 

inputs from others and produces the output by a sigmoid activation function. The input nodes for this network are 

simple buffers which just bypass the input (the output from the feature extraction layer) to their output. 

By choosing appropriate values of p in the weighted generalized erosion operation, the nodes in the feature extraction 

network can perform two different operations: a weighted sum operation and an (approximate) morphological 

operation (We have also extended this approach to perform exact morphological operations, but this has not yet been 

published and was not utilized in this work). The weighted sum operation is the usual one for neural networks 

described above. The morphological operation node performs the weighted Hit-or-Miss transformation which is 

defined in the previous section. Figure 2 (a) and (b) show the node operation for those two different networks. 

In our previous work (and most other neural network pattern classifiers of this type), the standard mode of operation 

for these networks has been that the input image or signal represents an isolated pattern (such as an image of an 

isolated character). The outputs of the network are class-coded. That is, there is one output for each pattern class and 

if the input pattern is from class i, then the i* output is required to be high (typically 1.0) and all other outputs are 

required to be low (typically 0). In this study, we extended the standard mode of operation to allow the Image 

Algebra networks to operate on images which can contain one or more of the vehicles of interest in relatively small 

subregions of the input image. We describe the standard mode of operation more precisely here. We then describe 

the extension to scanning mode. 

Assume we have a network with inputs that are images on a rectangular coordinate set X. Assume the network has 

L feature map layers and that the im feature map layer has Mj feature maps, i = 1, 2,..., L. Each feature map is a 

coordinate set. Denote the j01 feature map of the 1th layer by Fy. We let FQO = X. Each feature map has several 
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templates associated with it In the case that the feature extraction is linear, there is one for each feature map in the 

previous feature map layer. In the morphological case, there are two templates for each feature map in the previous 

feature map layer. Assume for concreteness that the network is performing linear feature extraction. Denote by tyk 

the template associated with the jm feature map in feature map layer i connected to the km in feature map layer i-1. 

Given an input image a on X, the output of the feature extraction network is computed as follows: 

Let ann = a and s(x) =   be the standard unipolar sigmoid function. 
1 + e~x 

FOR i  = = 1, ...,   L 

FOR j = 1,    •..,   Mi 

aij = s 

ML 

Mi-1 
(     X    ai-i 

k=l 
k © tijk ) (ay is an image on the feature map 

ML 

Fij) 

aout = u 
i=l 

aLj (aout is an image on the union of feature maps {J 

j=l 

FLj) 

The image aout is the output of the feature extraction network and is also the input to the classification network. 

Ritter et al have described the operation of the classification network in terms of image algebra [25]. In the 

morphological feature extraction case, we replace the templates tyk by pairs of templates hyk and myk and replace 

the linear operation © by the generalized hit-or-miss operation _Q|. 

For example, one architecture used in this study had one feature map layer with two feature maps, three hidden units 

in the classification network, and two output units. The values of the outputs range between 0 and 1 and represent 

the confidences that the input represents a Blazer or a non-Blazer. The output confidences are computed by the 

feedforward propagation as follows: 

(ALI)  Feedforward Propagation in Class Coded Mode: 

a = input pattern image, (e. g. a 50 x 80 subimage extracted from a scene). 

an = s(a © tno). 

a12 = s(a © ti2o)- 

Wi)). 

w2)). 

W3)). 

Ctarget  =   S (Ctlhi  +  Ct2h2   +  Ct3h3). 

Cbackground  =   S(Cblhi  +  Cb2h2   +  C^ha) . 

where tno,   ti2o,   are templates from Fü to X and F12 to X respectively,   Wi,   W2,   and W3,   are 

images on  Fn  ^J  F12   ,   Cij,   i   =   t,b;   j   =   1,2,3   are scalars, and  •   denotes the pointwise (Hadamard) 
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image product. The weights of all the templates, images, and scalars involved are learned by a backpropagation type 

algorithm for the generalized image algebra operations. The algorithm is derived in [17]. 

An Image Algebra network operating in scanning mode is an image-to-image transformation. Only the target output 

confidence is used to a form the output image, which can be thought of as a (nonlinear) correlation plane. A typical 

example is depicted in Figure 3; an analogous depiction of a class-coded network is shown in Figure 4. 

Input Pattern Image a 
(Feature Map Layer 0) 

Feature Maps 
(Feature Map Layer 1) 

*      Sigmoid 
Nonlinearities 
at each layer 

Classification 
Network 

Operation: 
a © t (convolution) 

or 
a ® t (hit-or-miss) 

Target 

Background 

Class - Coded 
Outputs 

Operation: 

s(S(a - w)) 

Figure 3. Typical Network Architecture in Class-Coded Mode. 

Input Scene Image a 
(Feature Map Layer O) 

Convolution 
with 

large masks 
— 6 matched filters 

on two images 

Pointwise 
Weighted 

Sum 

Figure 4. The Same Architecture as in Figure 3 but extended to Scanning Mode. 

An Image Algebra representation of the feedforward propagation in scanning mode for the example with input image 

a, two feature maps, three hidden units, and two outputs is the following: 

an = s(a © tuo). 

a12 = s(a © t120). 

hi    = s(   (all 9 Wu)   +   (al2 © Wi2)   ) 

h2    = s(   (all © W2i)   +   (al2 © W22)   ) 

h3    = s(   (all © W31)   +   (al2 © W32)   ) 

Ctarget  =  S (ct]hi  +  C^^   +  Ct3h3) . 
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where tno, ti20> are templates from Fn to X and F12 to X respectively; Wn, W21, and W31, are translation 

invariant templates obtained by restricting Wi, W2, and W3 to Fn and W12, W22, and W32, are translation 

invariant templates obtained by restricting Wi, W2, and W3 to F12. The supports of the Wij are called the scanning 

windows. In scanning mode, hi, h2, I13, and Ctarget are images whereas in class-coded mode they are scalars. 

It is interesting to note that the Image Algebra networks in scanning mode are feature extraction networks. One can 

now consider the possibility of training the network using techniques similar to those used to train matched filters. 

We will discuss how this observation may help to develop better methods for training the networks using 

constrained optimization in the analysis and conclusions section. 

m EXPERIMENTAL APPROACH 

Two data sets were used in our experiments: a Tank data set and a Blazer data set The tanks data set consists of 35 

infrared images of a tank in a field and was obtained from MICOM [22]. We divided the data set into two subsets: a 

training subset and a testing subset. These are shown in Figure 5(a) and (b) 

The Blazer data set was collected during the study at Eglin. A camera mounted on a roof was focused on the parking 

lot. We drove a particular Blazer, which we refer to as the training Blazer, around the parking lot and captured 

images on video tape. The parking lot contained other Blazers and related vehicles such as Jeep Cherokees. Eighty 

eight 512 X 512 images were digitized from the video tape. They were categorized into the following subcategories: 

Figure 5. Tank training set (left) testing set (right). 
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Rotation Sequence A: A set of sixteen images containing the training Blazer at approximately the same location 

in the front of the lot but at intervals of approximately 20° in aspect Half these images are shown in Figure 6. 

The training Blazer is the vehicle moving between frames. The first vehicle in the row to the left of the training 

Blazer is also a Blazer and further back in the same row is a Jeep. All or parts of this sequence are used in training. 

Rotation Sequence B: A set of twenty images containing the training Blazer at approximately the same location in 

the back of the lot with different views in aspect angle. Half these images are shown in Figure 6. All or parts of 

this sequence are used in training. 

Figure 6. The Blazer training set. The Blazer driving around in the lot is the only one used to train the network. 
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Parking Sequence: A set of forty two images consisting of eight sequences. Each sequence consists of five or six 

images with the training Blazer pulling into or out of a parking space. The training Blazer ranges from no occlusion 

to almost full occlusion in each sequence. This sequence is used for testing only. 

Jeep Sequence: A set of four images. Each image contains the training Blazer, a different Blazer, and two different 

styles of Jeep Cherokee. This sequence is used for testing only. 

Extra Sequence: A sequence of six images of the training Blazer driving along the front of the parking lot. The 

training Blazer is partially occluded in some of the views. This sequence is used for testing only. 

Some of the images in the testing sequences will be shown in the Analysis and Conclusion section of this report. 

Training 

Training consists of three basic steps: (1) Creation of a set of patterns (the training set) that is used to form the 

network, (2) choosing network parameters, and (3) iteratively presenting patterns to the network and applying 

modified backpropagation rule to update the weights. The implementation of each step requires resolution of several 

issues which have some generality across problem domains but which are also somewhat problem dependent. 

The creation of the training set is an important function which can significantly affect the features that are learned by 

a neural network. As noted by Kallman and Goldstein [19], if we embed a vehicle in a constant background image, 

the overwhelming feature of the image is the background. It is possible that a classifier can learn to classify objects 

based on the background rather than the object. On the other hand, embedding vehicles in noisy backgrounds can 

create difficulties in training and can result in the networks learning to recognize the vehicle in specific backgrounds. 

In our experiments, we tried a variety of strategies of preparing training sets and training networks. In each strategy, 

we used "cutout" images. Cutout images are images of vehicles with no background. Our strategies fell into two 

major categories: Preselected Backgrounds and Dynamically Selected Backgrounds. They are described as follows: 

Preselected Background Training Algorithm: 

Inputs:  List of subimages containing vehicles to be detected, T. 

List of randomly selected background subimages, B 

Epoch = 1; 
WHILE (Epoch < Maxlter AND Error > ErrorThresh) DO 

FOR i = 1 to number of patterns in T 
Select background image, a,  from B using random selection; 
Perform Forward and Backward propagation with a; 
Select target image, a,  from T using random selection; 
Perform Forward and Backward propagation with a; 
Update Error 

ENDFOR 
Epoch = Epoch + 1; 

ENDWHILE 

The lists of targets and backgrounds are created before training and held fixed. Some target images may be cutouts 

and some extracted direcüy from the scene image so that they are embedded in the background they appear in. Shifted 
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versions of each target are collected into the list. In our experiments, we considered shifts by as much as three pixels 

in each direction. Thus, 49 x 2 = 98 versions of the training vehicle from each scene were included in the training 

set, 49 shifts of images in backgrounds and cutouts The number of backgrounds chosen is equal to the number of 

targets chosen. This algorithm converges to a low RMS error and consistently trains to 100% classification 

accuracy. Networks trained with this algorithm do not always generate low output on test backgrounds. 

Dynamically Selected Background Training Algorithm! 

Inputs:    List of images of scenes containing training vehicles, S 

List of bounding boxes of training vehicles in scenes. 
Epoch = 1 
WHILE (Epoch < Maxlter AND Error > ErrorThresh) DO 

FOR i = 1 to number of scenes in T 
Select a subimage, a, containing the training vehicle subimage; 
Perform Forward and Backward propagation with a; 
Randomly select a background subimage, a; 
Perform Forward and Backward propagation with a; 
Update Error 

ENDFOR 
Epoch = Epoch + 1; 

ENDWHILE 

This algorithm is significantly different. It is much more memory efficient than the first algorithm. The 

backgrounds that are shown to the network are different each Epoch. This algorithm tends not to converge, although 

it does achieve a low error and networks trained with it perform as well as the first algorithm in scanning mode. 

IV. RESULTS 

We first discuss tank results. The tanks were trained using the preselected background training algorithm. No 

preprocessing was performed on the imagery. Half the data set was used for training and half the data set was used 

for testing. The images were of size 256 x 256. A network was training with two feature maps of size 5 x 5 and 

had two hidden units in the classification network. The scanning window was of size 50 x 80. 

The scanning network was 100% accurate at detecting the tanks in both the training and testing sets. Detection was 

performed by selecting the maximum output of the "correlation" plane. Sample outputs on testing images are 

shown in Figure 7. Four examples are shown. For each example, the image in the upper left is the input. The 

image in the lower left is the nonlinear correlation output. The graph in the lower right is the peak obtained by 

setting all output values to zero except the maximum output value. The image in the upper right depicts the 

pixel(s) that contains that maximum output (black pixels) overlaid on the original image; the aimpoint. 

These results show that a single network trained with views of a vehicle every 20° can represent a vehicle at virtually 

all rotations in aspect angle (at the same depression angle). Matched filters do not seem to be able to do this. 
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The Blazer networks were trained using the dynamically selected background algorithm. The images were 512 x 512. 

The images were preprocessed using the Prewitt edge operator. Thus, all network operations were performed on edge 

map images. Several different network architectures were tried. We show results from a network that had one feature 

map of size 5x5, and five hidden units in the classification network. The scanning window was of size 100 x 160. 

Figure 7. Sample testing results for the tank detection network. 

The networks detected the training Blazer image in a variety of testing images. Precise performance measurements 

were not performed because of time constraints. However, inspection showed that in most images in which the 

training Blazer was not occluded, the network had high confidence output on the training Blazer The network 

sometimes detected the Blazer under partial occlusion. The network generally had medium outputs on different 
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Blazers, but also had medium outputs on other objects such as vans, cars, and non-vehicles. Occasionally, false 

alarms would have high outputs. Thus, further research is needed to fully exploit the potential of these networks. 

Figures 8-10 show some of the results. Each figure shows one or more examples of results on testing images. 

Each example is a set of four images. The upper left image is the edge map of the input. The lower left image is 

the thresholded, nonlinear correlation plane (the threshold was set on the training set). The lower right graph shows 

all values that were above the threshold. The upper right image shows the pixels above the threshold ( white 

pixels). 

Figure 8 shows the ability of the network to discriminate between a Blazer and a Jeep in a scene. The Jeep is 

pulling into a parking place and is not detected by the network whereas the training Blazer, which is at a different 

range than the training images, is detected. Another Jeep which is parked is not detected. However, the vehicle in 

the front of the left row of cars is a Blazer and is not detected. In Figure 9, the training Blazer undergoes various 

levels of occlusion. The Blazer is detected with partial occlusion, but not with a large amount of occlusion. 

Finally, in Figure 10 an example of a false alarm is shown. 

Figure 8. Testing results of Blazer network showing ability to disciminate between Blazer and Jeep but inability to 
generalize from one Blazer to another 
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Figure 9. Testing results of Blazer network showing ability to detect Blazer under partial occlusion but not large 

amounts of occlusion. 
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Figure 10. Testing results on Blazer showing false alarm in cluttered region consisting of cars, detection of training 

Blazer, and missed detection of non-training Blazer. 

V. ANALYSIS AND CONCLUSION 

The Image Algebra scanning network approach to detecting vehicles in complex scenes is a promising approach that 

needs further investigation. The universal approximation property of neural networks provides a theoretical basis for 

believing that the networks can provide improved detection rates. Training methodologies need to be developed that 

can minimize spurious outputs and computational requirements must be fully understood. Once mature, the 

networks should be compared to existing techniques on standard data sets using meaningful measures of comparison. 

Detection and false alarm rates, computational complexity, training or design requirements should be considered. 

An important conceptual result obtained in this study was the idea that the Image Algebra networks in scanning 

mode should be trained as image-to-image transformations rather than image-to-class-coded outputs transformations. 

This idea allows us to consider better design criteria. Feedforward neural networks are usually trained using 

unconstrained optimization. This is analogous to designing a Synthetic Discriminant Function (SDF). However, 

SDF's do not perform well, producing many spurious outputs. Thus, much research in the design of matched filters 
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has focused on the development of constrained optimization criteria [19,20]. These constrained optimization criteria 

produce extremely significant enhancements of the matched filter performance, producing sharp correlation peaks 

without the spurious outputs associated with the SDF's. It is reasonable to assume that using such criteria will lead 

to equally significant enhancements of the scanning Image Algebra network performance. 

Input Scene Image a 
(Feature Map Layer 0) 

Feature Maps 
(Feature Map Layer 1) 

Classification 
Network 

-    F 
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at each layer 

"Correlation" 
lutput Image 

Convolution 
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Figure 11.  A Network Architecture in Scanning Mode with only one Feature Map and Feature Map Layer. In this 
case, the Feature Extraction Network performs a Downsampling Operation which is optimized 

Frequency domain techniques in the design process have helped to produce better filter designs. We can modify our 

training procedure in the scanning mode to operate in the frequency domain. For example, consider the network 

shown in Figure 11. This network has one feature map, say for concreteness of size 5x5, which essentially 

performs downsampling. In the current mode of operation, this stage is followed by scanning with a window large 

enough to contain all the targets. This scanning window could be replaced by a frequency domain filtering approach. 

Training could be performed in the frequency domain using a modification of backpropagation. 

Let us be more precise. Assume there is no downsampling layer. The forward propagation of an image, a, through 

a network with nh hidden units is given by: 

hi = s (F -!(F (a) • Hi))     i = 1, 2, ..., nh 

nh 
C(a) = s(5>ihi) 

i=l 

where F (a) denotes the Fourier transform of a and F_1 denotes the inverse Fourier transform. Note that each hi is an 

image and can be thought of as the output of a matched filtering operation with filter Hj. In this view, the scanning 

Image Algebra network is a collection of matched filters that are trained simultaneously. The outputs of the matched 

filters are combined to produce an output image. Thus, the network servers as a generalization of a matched filter 

and is identical to a matched filter if the number of hidden units is 1. The beauty of this view of the scanning 

network, as mentioned previously, is that we can now modify the weights, or filter coefficients, according to a 
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constrained optimization criteria. For example, a Minimum Average Correlation Energy type constraint could take 

the following form: 

Given training images ai, a2 as, each with associated target points {x^, xi2,..., xini} 

s 

Minimize 2* ff C(ai)2) 
i=l 

subject to the constraints that C(ai)(xij) = dy. 

One approach to solving this would be to use Lagrange multipliers, i.e., 

s 

Minimize E = 2*i (? C(ai)
2) + X ( ZJ  JL   (c(ai)(xij) - dy )). 

i=l i      j 

The approach to minimizing this expression would be to mimic the backpropagation procedure using the forward 

propagation equations provided above. This requires differentiating the output of the matched filtering process with 

respect to the filter coefficients in the frequency domain, which is not difficult. The use of constrained optimization 

in training neural networks has received a small amount of attention recently in the neural network community and a 

review of proposed techniques should be helpful for this application [26-28]. 

Furthermore, in this new scheme, the initial weights of the frequency domain filters could be picked in more 

intelligent ways than purely random. For example, Kallman and Goldstein use the notion of a Basic False Target to 

initialize several frequencies to zero in the matched filter and they require that the frequencies remain zero during the 

constrained optimization process. This process can be utilized as well to enhance the network training. 

In addition to investigating the implications of the idea of training the scanning networks in image-to-image mode, 

many other experiments can be performed. These include the following: 

Training the network with morphological feature extractors rather than linear feature extractors. This approach could 

result in faster processing and more appropriate features in some cases. 

Train the network with morphological classification networks. This could result in faster processing. These 

networks have been investigated by Ritter et el. 

Investigate the potential of a single network to produce outputs for several target types. More generally, characterize 

the extent of the variance that can be included in a single network. 

Investigate the affects of small changes in the input on the state of the network; an analysis of variance. 

Characterize the outputs of the network in a more predictable fashion. 
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PERFORMANCE MODELING AND ANALYSIS 

WITH EMPHASIS ON BMDO'S ASTP PROGRAM 

Philip Gatt 
Research Scientist 

CREOL 
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University of Central Florida 

Abstract 

This report presents the highlights of the results of Dr. Gatt's AFOSR Summer Faculty Research 

Program Particular emphasis is given to those activities which related to performance modeling of laser radar 

systems. Two specific ladar systems were analyzed. The first was, a solid-state coherent detection ladar system, 

for BMDO's Advanced Sensor Technology Program (ASTP). The second was a direct detection angle-angle- 

imaging ladar currently in field use at Eglin AFB (WL/MNGS). Results of numerical analyses of the performance 

models for these two systems are provided in this report. 

In addition to these analyses, a brief description of the other major tasks conducted by Dr. Gatt is also 

given in this report. These tasks included, (1) the design of a laboratory coherent laser radar test bed, (2) the 

design of an AFGL FASCODE interface program for a personal computer, and (3) teaching of a laser radar short 

course which compared and contrasted direct detection ladars with coherent detection ladars. 
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LASER RADAR 
PERFORMANCE MODELING AND ANALYSIS 

WITH EMPHASIS ON BMDO'S ASTP PROGRAM 

Philip Gatt 
Research Scientist 

CREOL 
Center for Research and Education in Optics and Lasers 

University of Central Florida 

Introduction 

This report describes the research activities conducted by Dr. Gatt as an AFOSR Summer Faculty 

Researcher, working at the Ladar Development, Evaluation, and Research Facility (LDERF) at Eglin AFB, 

WL/MNGS. During the 1994 AFÖSR SFRP, Dr. Gatt assisted the LDERF staff in the following two major areas, 

(1) laser radar consulting and (2) laser radar performance modeling. 

As a consultant, DR Gatt's primary contributions consisted of (1) teaching a short course on laser radar, 

tided "Laser Radar - An Overview", (2) conducted an analysis of BMDO's Advanced Sensor Technology Program 

(ASTP) as it related to eye-safe coherent laser radar subsystems requirements, and (3) designed a laboratory 

coherent laser radar testbed. 

As a ladar theoretician, Dr. Gatt (1) designed and developed a FASCOD3p PC interface program named 

"RunFas.Exe", (2) conducted ASTP scenario atmospheric transmission simulations using AFGL's FASCOD3p and 

the PC interface program (RunFas.Exe), and (3) designed several direct detection laser performance models and 

employed these models to predict range performance of an angle-angle-range imaging ladar, with characteristics 

similar to the Schwartz Electro-Optics imaging ladar, which is currently in use at LDERF. This report documents 

these highlights of Dr. Gatt's summer research activities. 

Laser radar short course "Laser Radar - An Overview" 

A full day short course on the fundamentals of laser radar was taught This course provided both a 

fundamentals section and an advanced topics section. In the fundamentals section, the laser radar equation was 

presented followed by an analysis of the effects of target speckle, atmospheric turbulence, and background light on 

coherent and incoherent receivers. The advanced topics section included discussions on heterodyne (mixing) 

efficiency, frequency tracking local oscillators, fiber-optic mixing, pulse compression, laser vibration sensing, 

Range-Doppler signal processing, and coherent arrays. The notes from this short course will serve as a first draft 

for a, soon to be announced, SPIE laser radar short course. 
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Design of a laboratory coherent laser radar testbed 

The design down to the component level, including a list of suggested vendors, for a laboratory continuous 

wave, coherent laser radar testbed was developed. A monostatic offset Homodyne configuration was selected for 

this testbed, which is depicted in Figure 1. A technical description of this testbed is provided below. 

Receiver 
Electronics 

InGaAs 
Detector 

CW 
Single Frequency 
Nd:YAG Laser 

} 
Focusing 

Lens 
Non-polarizing 
Beam Splitter 

YL wm 

Collimating     Half     PBS 
Lens Wave 

27 MHz 
GeAOM 

Mirror 

PBS Quarter 
Wave 

Variable Power Divider Duplexer 

Figure 1. Monostatic offset-homodyne coherent laser radar testbed 

Creation of the local oscillator and frequency offset transmitter fields 

A small portion of the laser power, on the order of 1 mW, is deflected into the local oscillator beam, via a 

variable power divider consisting of a half wave plate and polarizing beam splitter. Due the nature in which the 

PBS reflects and transmits, the polarization of the local oscillator field will be vertical and that of the transmitted 

beam will be horizontal. The horizontally polarized transmit beam is then passed through an Acousto Optic 

modulator, which generates the desired offset frequency in the first diffracted order. 

Offset frequency related issues 

One may be tempted to improve transmitter efficiency by repositioning the AO modulator into the LO 

beam path. This approach will yield the desired frequency offset and increased transmitter efficiency, at the 

expense of considerable signal interference. The signal interference is caused by bulk-crystal scattered photons 

from the zero order beam into the first diffracted order. While the power of these scattered photons is only a 

minute fraction of the total incident power, it is typically comparable to, if not greater than, the receiver's noise 

equivalent power (NEP). Thus, maximum sensitivity will be compromised by this configuration. However, when 

the AO modulator is placed in either the transmit or received path, these unwanted scattered photons are of no 
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concern, since as mentioned earlier, these scattered photons constitute only a minute fraction of the total incident 

power. 

Often, one will see two modulators employed in a CW offset homodyne ladar, one in the LO path and one 

in the transmit or receive path. Each of these modulators is driven by a unique RF frequency. Therefore, the 

static-target signal frequency, which occurs at the difference (or sum, depending upon whether the plus or minus 

diffracted orders are used) of the two AO drive frequencies, is shifted away from either RF driver frequency. The 

inclusion of the second modulator is motivated by a desire move the static-target signal frequency away from the 

RF drive frequency, thereby eliminating RF interference. At CREOL however, we have found that by employing 

proper RF shielding techniques, the RF interference can be reduced to a level far below the NEP of the receiver, 

and therefore we have no need for the second modulator. 

Optical duplexer 

The horizontally polarized frequency shifted transmitter field is then transmitted through the optical 

duplexer, which consists of a properly oriented quarter wave plate and a second polarizing beam splitter. The 

transmitted field becomes circularly polarized (right or left hand depending upon wave plate orientation) upon 

passage through the quarter wave plate. The reflected field, from a non-depolarizing target, will therefore also be 

circularly polarized, however of the opposite hand, due to a reversal in propagation direction. This polarization of 

the reflected field will then be converted to a vertical polarization after passage through the half wave plate and 

deflected into the receiver path by the second polarizing beam splitter. 

Mixing of the LO field with the signal field 

At the non-polarizing beam splitter, both the local oscillator and the signal beams will be vertically 

polarized, and will therefore interfere properly. The mixing of these two fields occurs at the beam splitter not on 

the detector, a subtle point that is often misunderstood. The efficiency with which these two fields mix (interfere) 

depends upon the respective transverse fields. If the transverse fields are perfectly matched (a difficult condition to 

achieve) then 100 % mixing efficiency is theoretically possible. 

Since the two fields will rarely be matched, careful consideration must be used when specifying the 

detector lens F-number (F#) and detector size. If too slow of a lens is employed (large signal beam spot relative to 

the detector diameter) then an excessive number of signal photons will be lost However, if the lens is too fast 

(small signal beam spot relative to the detector diameter) then mixing efficiency will be reduced due to destructive 

interference of adjacent fringes on the detector. In other words, if the fields are not perfectly matched, there will be 

an optimum detector size for a given lens F#. The exact ratio of the beam spot size and detector size is highly 

dependent upon the type of fields used. For example if the signal field is assumed to be an Airy pattern on the 

detector and if the LO field is uniform, the optimum detector diameter turns out to be about 70 % of the diameter 

of the first null of the Airy pattern. At, this optimum detector size the mixing efficiency is coincidentally on the 
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order of 70% as well. For a.detailed discussion on mixing efficiency, one should consult the journals. In particular 

David Fink's 1976 Applied Optics paper is considered to be a seminal paper, and is well worth reading. 

Advantages of a single mode fiber optic coherent receiver 

Single mode fibers and fiber components can replace many of the bulk optic components shown in Figure 

1. Advantages of fiber optics include, stability, ruggedness, compactness and increased mixing efficiency. The 

mixing efficiency is improved, since the fiber counterpart to the bulk-optic non-polarizing beam combiner, a four 

port fiber coupler, will mix two near perfectly matched fiber fields. The tradeoff then is, of course, between bulk- 

optic mixing efficiency and free-space to fiber launch efficiency. This tradeoff is currently being studied by several 

prominent researchers in the field. 

Applications 

The CW testbed described in the preceding paragraphs, will provide a laboratory testbed for numerous 

applications which differ by the type of signal processing employed. For example, phase demodulation can be 

employed, to yield an electronic signal which is proportional to the vibration signature of the target. On the hand, 

frequency demodulation would yield the target's Doppler signature. 

Advantages of the monostatic Offset-Homodvne configuration 

The advantage of the monostatic configuration is that, contrary to an incoherent ladar, a coherent ladar's 

field of view is quite often equal to the diffraction limit of the receiver optics. Therefore, co-alignment of a bistatic 

receiver's field of view, with the transmitted spot, at the target, is range sensitive and usually requires high 

pointing accuracy and stability (on the order of 10 to 100 urad). The disadvantage of the monostatic configuration 

is "transmitter-feed-through." Transmitter-feed-through, which interferes with signal photons, may or may not be 

an issue depending upon the specific optical configuration and receiver signal processing. By using high quality 

optical components and employing proper alignment procedures, transmitter-feed-through effects can usually be 

reduced to a negligible level. 

The advantage of the offset homodyne configuration over a heterodyne configuration is cost and 

simplicity. The AO modulator is much less expensive and doesn't require the complex frequency locking 

electronics associated with a two laser heterodyne configuration. A pure Homodyne configuration, on the other 

hand, suffers from increased noise, due to 1/f noise, in addition to an inability to discriminate positive from 

negative Doppler frequency shifts. 

FASCOD3p PC interface program "RunFas.Bas" 

Since the late 1960's the Air Force Geophysics Lab (AFGL) has been developing atmospheric modeling 

software, which, among others, predicts the intensity transmittance of a field as it propagates through the Earth's 

atmosphere. These algorithms cover the spectral band from zero cm-1 (infinite wavelength) to 20,000 cm-1 (0.5 

urn). The conversion between wavelength (k) measured in microns and wavenumber (v) measured in inverse-cm 

is simply, 
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Jt = 
10,000 (1) 

The AFGL packages of interest are: (1) LOWTRAN, (2) MODTRAN, (3) HTTRAN & FASCODE. 

LOWTRAN is a low spectral resolution algorithm which uses mathematical equations (polynomials) to predict 

optical properties (transmittance, optical depth, background radiance, etc.) of the atmosphere. Each polynomial is 

designed to empirically fit measured data for a given wave-band. FASCODE on the other hand uses a high 

resolution molecular absorption database (HTTRAN) and theoretical line-broadening models to predict the same 

optical parameters, but with a much higher spectral resolution. MODTRAN, is similar to LOWTRAN, however it 

employs advanced models and as a result has ten times the resolution. Table 1 summarizes the characteristics of 

these codes. 

Table 1. AFGL Software 

Algorithm 
LOWTRAN 

MODTRAN 

FASCODE 

Calculation Method 
Empirical Fit 
Band Models 
Empirical Fit 
Band Models 
Physical Models 
and HrrRAN Database 

Resolution 
20.0 
(1/cm) 
2.0 
(1/cm) 
Variable (very high) 
Limited by database 

To get a better feel for MODTRAN's resolution, we can use the following differential formula, 

-5LZ 

(2) 
10,000 

where 8Ji is the wavelength resolution measured in microns and 5v is the frequency (wave-number) resolution 

measured in inverse-cm. Therefore, at X = 1.0 micron, a 2 (1/cm) frequency resolution corresponds to a 

wavelength resolution of two Angstroms, which is broad-band compared to single frequency laser linewidths. 

Therefore, both LOWTRAN and MODTRAN, are useful for broad-band radiometry and imaging applications but 

not for narrow laser line calculations. HITRAN, on the other hand, is well suited for laser line transmission 

calculations. 
Recently the HITRAN database has been distributed on a PC compatible CDROM along with a PC 

executable version of FASCODE, LINEFILE and PLOTFAS. LINEFILE is an algorithm which extracts pertinent 

data from the large, 70 Mbytes, HTTRAN database. FASCODE operates on the output of LINEFILE, and 

generates a binary output file, which contains the path transmittance data. PLOTFAS plots the FASCODE results, 

in addition PLOTFAS can be instructed to generate an ASCII output file, which is a convenient data format for 

subsequent processing. 
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In these algorithms, one can define an ensemble of atmospheric conditions such as temperature, visibility, 

rain, clouds, wind speeds, coastal influence, etc. In addition, several standard model atmospheres are predefined in 

these algorithms. The major difEculty in exercising these algorithms is the difficulty with which one experiences 

when defining these input parameters. These algorithms were initially designed to run on large mainframes and 

used primitive techniques for data I/O which simplified the programmer's task, at the expense of user friendliness. 

These algorithms expect the input data to be in the form of formatted FORTRAN input records. Each parameter 

must be placed in precisely the correct position (row and column) with no comments. This is further complicated 

by the fact that the number of records required, depends upon which options are selected. 

Dr. Gatt has simplified the use of the AFGL software by designing two programs, PCPLTFAS.EXE and 

RUNFAS.EXE. PCPLTFAS.EXE is an alternative plotting program to PLOTFAS. This program reads in 

PLOTFAS output ASCII data and creates a VGA plot on your screen, which can be manipulated with cursor 

control. The second program, RUNFAS.EXE, provides a user-friendly interface shell for LINEFILE, FASCODE, 

PLOTFAS and PCPLTFAS. Copies of Dr. Gatt's software, RUNFAS.EXE and PCPLTFAS.EXE, is available to 

those interested, by sending request to Dr. Gatt at his email address (gatt@laser.creol.ucf.edu) 

ASTP eye-safe laser radar analysis 

The Advanced Sensor Technology Program (ASTP), which has recently been solicited by the Ballistic 

Missile Defense Organization (BMDO), is a multi-sensor program. The sensors include passive RF, microwave 

radar, passive IR imaging, and both coherent and incoherent ladar, with ladar emphasis on solid-state eye-safe 

transceivers. At the time of this report, system specifications had not yet been hardened. The Air Force anticipates 

being tasked with coherent eye-safe solid state ladar systems. A brief survey of the preliminary ladar sensor 

performance goals, indicates technology advancements are required in many areas. 

Coherence length related issues 

Laser coherence length is an issue worthy of consideration for a coherent ASTP active sensor. The 

minimum coherence length requirement, which minimizes the sensors frequency resolution, is that the laser be 

coherent over the length of the transmitted pulse (1 to 100 usec). A more demanding requirement for a coherent 

ASTP transceiver, is the laser's frequency stability measured over the round-trip time. The maximum frequency 

drift should be 10 times less than the frequency resolution of the sensor (ideally limited by the transform width of 

the pulse). For example, at 500 km (round-trip-time = 3.3 ms) and a 100 usec pulse (transform width = 10 kHz), 

the allowed frequency drift is less than 30 kHz per second. Frequency stability, of this order, can be obtained by a 

variety or techniques, which range from careful cavity design to electro-optic feedback systems, of which the 

Pound-Drever technique is the most elaborate and yields the highest laser frequency stability. 
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Range resolution 

The range resolution of a conventional pulsed ladar is linearly related to the pulse width, 

M = —, (3) 
2 

where c is the speed of light and T is the pulse width. For example at AR = 50 cm the maximum pulse width is 3 

ns. As will be discussed next, short pulse ladars have poor velocity (frequency) resolution. 

Velocity resolution 

From a simple Doppler analysis, the velocity resolution of a conventional transform limited pulsed is 

linearly related to the pulse width. 

AV = —, (4) 
2r 

where k is a pulse shape constant near unity. For example, at AV = 50 cm/sec and X = 2 micron, the minimum 

pulse width is 2 us, nearly 1000 times the pulse width which satisfies a 50 cm range resolution. 

Velocity resolution range resolution product (Need for pulse compression methods) 

The velocity resolution range resolution product is, for a conventional Doppler ladar, linearly related to 

the wavelength 

AFM = M£I = *i£. (5) 
2T-2 4 

Thus for a given wavelength, there is a tradeoff between frequency resolution and range resolution. There are 

several unconventional methods designed to beat this resolution product limit. For example range resolution can 

be improved, without affecting frequency resolution, by using intra-pulse frequency modulation (a.k.a. frequency 

chirp). On the other hand, frequency resolution can be improved by employing coherent multi-pulse signal 

processing techniques. 

Coherent multi-pulse signal processing techniques, which have been extensively deployed in high 

resolution microwave radar systems, are equally applicable in pulsed coherent laser radar systems. For these 

systems, the laser must be phase coherent over the pulse train and frequency stable over the time equal to the 

round-trip time plus the width of the pulse train. 

Frequency chirp methods use a long pulse format to achieve good velocity resolution (10 cm/sec for a 10 

|is, 2 micron laser pulse) and pulse compression techniques to achieve good range resolution. Resolution gains in 

excess of 10,000 have been obtained in high performance chirped microwave radar systems. The coherence length 

of these systems must be longer than the pulse width. 

Transverse Resolution (need for Range-Doppler signal processing) 

The transverse resolution specification, for the airborne sensor, was quoted to be 50 cm at 500 km. This 

resolution corresponds to an angular resolution of 1 urad. A simple diffraction analysis will show that this 
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specification requires receiver diameters on the order of X/um. For example, a 2 micron receiver would need an 

aperture diameter on the order of 2 meters, to obtain 1 urad resolution. Such large diameter receivers may prove to 

be prohibitive for an airborne platform. An alternative solution to this problem is to employ Range Doppier (RD) 

signal processing techniques. Unlike a conventional ladar, a RD ladar's resolution is, to a first order, independent 

of receiver diameter (much like the RF SAR technology). A RD ladar's transverse resolution is defined by the 

targets spin rate, target diameter, target orientation, wavelength and frequency resolution (or pulse width). 

FASCOD3P ASTP simulations 

A variety of FASCODE simulations of interest to the LDERF staff were conducted for the two ASTP 

scenarios at a variety of wavebands. Of particular interest was a comparison of the atmospheric transmission of 

eye-safe solid state lasers, non-eye-safe solid state lasers, and CO2 gas lasers.   The particular scenarios simulated 

are defined in Table 2. These scenarios correspond to two ASTP scenarios presented at the March 1994 ASTP Tri- 

Service Workshop. These two scenarios assume the airborne platform altitude is 12.8 km, a cloud height of 11.3 

km and target ranges of 600 km for the ASTP1 scenario and 1000 km for the ASTP2 scenario. The additional data 

in Table 2, (i.e., Tangent Height and zenith angle) were calculated by FASCODE. In addition to the two ASTP 

scenarios a 10 km horizontal path scenario was also simulated. Results of these three simulations are provided in 

the Tables 3 and 4. 

Selected FASCODE ASTP 1-scenario transmission simulations are provided in Figures 2 through 9. In 

the 2 to 2.1 micron band, there is significant high resolution absorption structure in addition to a low resolution 

transmission envelope. The low resolution transmission envelope favors transmission closer to 2.1 microns than 

2.0 microns. The high resolution structure, however precludes the use of many of the longer wavelength laser 

materials. Of all the 2.0 to 2.1 micron materials Er,Tm,Ho:YV04 (2.0412 um), Ho:YAG (2.0975 um), Ho:LuAG 

(2.1020 urn), and Er,Tm,Ho:LuAG (2.1020 um) exhibit high (approximately 90%) ASTP scenario transmission, 

while Tm:YAG (2.0132 um), Tm:LuAG (2.0240 um) and, Ho:YLF (2.0672 um) exhibit the worst transmittance 

(4% to 19%). 

As can be seen from Figures 6 through 9, common isotope C02 lasers suffer from extreme ASTP scenario 

absorption (transmission less than 1%). This is due to long path integrated CO2 molecular absorption. For 

example the most common C02 gain medium is the P20 line of the C12 016
2. isotope, which at standard temp and 

pressure lases at 10.591 um. For this common isotope the ASTP1 transmission is only about 1/2%. However, 

there are a variety of techniques that can be employed to shift a C02 laser's frequency to increase the ASTP 

scenario transmission to near 99%. These include pressure and temperature broadening as well as the use of rare 

CO2 isotopes. An analysis of these methods should be conducted to determine their viability and relative 

complexity. 
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Table 2. Simulation Parameters: 
Midlatitude Summer Model; Rural Extinction; Visibility = 23 km, no Clouds/Haze, no Rain 

Scenario Input Parameters Output Parameters 

ASTP1 Slant path;         Range = 600 km 9, = 91.192°; 
HI = 12.8 km;    H2 = 27 km Tangent Z= 11.3 km 

ASTP2 Slant path;         Range = 1000 km, H2 = 70.1 km- 

HI = 12.8 km;    6Z = 91.192° Tangent Z= 11.3 km 

Horiz Horiz. path;        Range = 10 km H2 = 10m 

HI = 10 m: 

Table 3. Non-eye-safe Wavelength Solid State Lasers Properties 

Common 
Name 

Composition X 
(um) 

ASTP1 
Trans (%) 

ASTP2 
Trans (%) 

Horiz 
Trans (%) 

Nd:YAG Y3Al50i2:Ndä+(1.3%) 1.06415 83.2 82.8 50.6 

Nd:YLF LiYF4:Nd3+(<l%) 1.0471(7t] 82.3 82.0 49.6 

Nd:YLF LiYF4:Nd3+(<l%) 1.0530(a)     82.6 82.3 50.0 

Nd: YV04 YV04:Nd3+(l%) 1.0641(7t1 )     83.2 82.8 50.6 

Nd:LuAG LusAlsO^Nd^O.Ö0/«) 1.06425 83.2 82.8 50.6 

Nd:YAG Doubled 0.532075 11.1 9.8 16.8 

Table 4. Eye-safe Wavelength Solid State Lasers Properties 

Common 
Name 

Composition X 
(urn) 

ASTP1 
Trans (%) 

ASTP2 
Trans (%) 

Horiz 
Trans (%) 

Ho:YAG YsAlsOniHo3^0/«) 2.0975 96.2 96.1 59.3 

Ho,Er:YLF LiYF4:Er3+:Ho3+(2%) 2.066 24.7 24.7 20.8 

Ho:YLF LiYF4:Ho3+(2%) 2.0672 4.4 4.3 19.5 

Tm,Ho:YLF Li(Y3r)F4:Tffl**flbM-(1.7%) 2.0654 53.1 53.0 52.4 

Er,Tm,Ho: YV04 YV04:Er», Tm^Ho3* (1%) 2.0412 88.9 88.6 58.0 

Ho:LuAG LujAlsOniHo^/o) 2.1020 97.5 96.3 41.5 

Ho:LuAG Lu3Al5012:Ho3+(5%) 2.9460 87.2 87.1 E-6 

Er,Tm,Ho:LuAG LusAljOniEr*, Tm*:Hb*( 2%) 2.1020 97.5 96.3 41.5 

Tm:YAG YjAlsOiziTm^TTo) 2.0132 9.0 8.9 12.9 

Tm:YV04 YV04:Tm3+(?%) 2.0? 46.4 45.7 26.0 

TmrLuAG Lu3Al5012:Tm*(2%) 2.0240 19.4 19.3 16.3 

EnYAG YiMsOu-Et^aVo) 1.6602 98.4 95.6 65.1 

Er:YAG YiAlsOniE^iOAVo) 1.6449 98.1 95.2 64.9 

Er:YAG YjAlsOjziEr^Cl^0/») 1.7757 97.9 96.0 2.1 

Er:LuAG Lu3Al5012T.^(2-5%) 1.6525 88.7 86.2 95.5 

Er:LuAG L^AlsOniEr3^0/,) 1.6630 98.2 95.5 64.9 

EnLuAG LujAlsO^iE^l.S0/») 1.7762 71.5 70.0 E-19 

EnLuAG La3Al50i2^ra^iET^(9%) 2.6990 0 0 0 

EnLuAG Lu^AlsOnrTm^. Ho^Er^lO0/«) 2.6990 0 0 0 
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Tactical direct detection imaging ladar analysis 

The LDERF staff were interested in developing an in-house modeling capability for laser radar range 

prediction analysis with emphasis on short-pulse high PRF angle-angle-range ladar imagers. To this end, a model 

for a direct detection laser radar was developed based upon the equations given in this section and the following 

assumptions: the optical path is horizontal, the target is resolved and Lambertian, the filter is matched to the 

transmitted signal pulse, the transmitted pulse exhibits a Gaussian temporal profile, and noise sources after the 

preamplifier are negligible compared to the preamplifier noise. 

Maximum ranee math model 

The purpose of the this analysis was to generate plots of the maximum range vs. pulse energy for a direct 

detection imaging ladar. The maximum range is the range, for which the SNR is equal to some predefined 

minimum value. The math model used to predict this maximum range is described in this section. Some sample 

results from this analysis are provided in Figures 10 through 17. 

The peak transmitter power, for a Gaussian temporal pulse, can be shown to be given by 

T V      It 

where E is the pulse energy and T is the full-width-half-maximum (FWHM) pulse width. The peak received power 

follows from the ladar equation for a resolved target, which is given by 

2 nD2
r 

Ps = spPtT
2 rj (7) 

4QR2 

where 6 is the transceiver optical efficiency, p is the target reflectance, Dr is the receiver aperture diameter, Tis the 

one way path transmittance, R is the target range, and Q is the effective top-hat target reflecting solid angle. The 

one way path transmittance follows from beers law 

T = e~aR, (8) 

where a is the extinction coefficient, which for these simulations was predicted from FASCODE. The power 

signal-to-noise ratio (SNR) is given by 

SNR = ^-^ '—, . (9) 

where, q is the charge of an electron, B^ is the white noise equivalent bandwidth, SR is the detector responsivity, 

PH is the background light power, Ü is the APD bulk dark current, M is the APD gain, F is the APD excess noise 

factor, I* is the detector dark surface current, and ia is the preamplifier noise current density (AMIZ). The signal 

term factor, 1/V2, in the numerator is included to reflect the amplitude reduction through a matched Gaussian 
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filter. The excess noise factor for a uniformly multiplying APD, which was first derived by Mclntyre, is given in 

terms of the ionization ratio Ä: as 

F = kM + (l-k)(2 + \/M). (10) 

The detector responsivity is related to the detector quantum efficiency T\ and the optical frequency v as follows 

R = ^, (11) 
hv 

where h is Plank's constant 

Under signal photon limited conditions and assuming a Gaussian pulse with a matched filter receiver the 

SNR description given in Eq. (9) reduces to 

RP 
SNR = s—, (12) 

*1BeffF 

The noise equivalent bandwidth of a Gaussian filter can be shown to be given by 

irfalS. (13) 

Substitution of Eqs. (6) and (13) into Eq. (12) results in 

ifis SNR = -j^-, (14) 
V2/7VF 

where E, is the received optical pulse energy. The optimum SNR, (i.e., that SNR which would be obtained if a 

perfectly matched filter were employed; the noise power is dominated by signal shot noise limited; and the APD 

gain were noiseless) is then easily shown to be given by 

SNRnnt=^ß-. (15) 

The equations provided in this section, were programmed in Mathematica®. Mathematica was then instructed to 

solve these equations numerically for (1) the SNR as a function of range and (2) the maximum range which 

satisfies a given SNR as a function of pulse energy. Results of this Mathematica model are provided in the 

following section. 

Performance comparison between Nd;YAG and Ho:YAG ladars 

The following analysis compares the range performance of a direct detection Nd: YAG imaging ladar to 

that of a Ho:YAG imaging ladar with all parameters begin equal except the wavelength (i.e., photon energy) and 

the atmospheric transmittance. This analysis assumes the identical detector characteristics, which therefore biases 

the Ho:YAG results since 2.09 urn InGaAs pin's or Ge APD's typically have higher excess noise factors and dark 

currents than 1.064 um InGaAs pin's or YAG enhanced Si detectors APD's. 

Effect of haze on atmospheric transmittance 
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Results of FASCODE simulations which compare the atmospheric transmittance vs. haze condition, 

quantified by visibility, are listed in Table 5. for the standard Midlatitude Summer Model Atmosphere. As can be 

seen from the table, a 2.09 um laser penetrates haze more favorably than a 1.064 ^m laser. 

Table 5. FASCODE predicted atmospheric transmittance vs. haze condition 
for a Midlatitude Summer Model 1 km Horizontal path at 10 m elevation 

1 km Horizontal Path Transmittance 
Condition Standard 

Clear 
Clear Light 

Haze 
Moderate 

Haze 
Heavy 
Haze 

Extreme 
Haze 

Visibility km 23.5 15 8 5 3 1 
Nd:YAG (1.06415um) 0.934 0.899 0.815 0.720 0.576 0.191 
Ho:YAG (2.0975um) 0.949 0.937 0.905 0.865 0.799 0.539 

Effect of rain rate on atmospheric transmittance 

Results of FASCODE simulations which compare the atmospheric transmittance vs. rain rate are listed in 

Table 6. for the standard Midlatitude Summer Model Atmosphere, which has a 23.5 km visibility. As can be seen 

from the table both wavelengths exhibit near equal transmittance through rain. Therefore both laser wavelengths 

are equally affected by rain. 

Table 6. FASCODE predicted atmospheric transmittance vs. rain rate 
for a Midlatitude Summer Model 1 km Horizontal path at 10 m elevation 

1 km Horiz Path Transmittance 
Rain Rate mm/Hr 0 1 5 10 25 
Nd:YAG 0.934 0.641 0.338 0.195 0.058 
Ho:YAG 0.949 0.652 0.343 0.198 0.059 

Range vs. pulse energy performance simulations 

The model equations described above (i.e., Eqs. (6) through (15)) were implemented in a Mathematica® 

program. This program solves these transcendental equations for the range which meets a prescribed SNR Of 

particular interest to the LDERF staff was a comparison between the performance of a Ho:YAG ladar and a 

similarly configured Nd:YAG ladar for both APD and pin detector based receivers. 

The input parameters for the following simulation results are listed in Tables 5 through 8. These 

parameters were selected to be a close match to the LDERF solid state imaging ladar system. To normalize the 

comparison the Ho:YAG detectors was assumed to have identical noise, bandwidth, and quantum efficiency as the 

NdrYAG detectors. Although this may not be a realistic assumption, it allows one observe the effects of the 

differing atmospheric transmittance for the two wavelengths. 
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Table 7. Transceiver parameters for the simulation shown in Figures 10 through 17 

Symbol T D, Dr e P i. 
Units nsec cm cm - - pA/VHz 

Value 10 0.5 5 0.7 0.2 1.8 

Table 8. Detector parameters for the simulation shown in Figures 10 through 17 

•n M k id»(nA) idb(pA) 

APD 0.35 1 .02 5 50 

pin 0.70 120 1 1 0 

The results of this analysis are presented in Figures 10 through 17. The curves within each plot 

correspond to the different atmospheric conditions listed in Table 9 . 

Table 9. Atmospheric conditions associated with the curves in Figures 10 through 17 
for a Midlatitude Summer Model 1 km Horizontal path at 10 m elevation 

Condition Standard 
Clear 

Clear Light 
Haze 

Moderate 
Haze 

Heavy 
Haze 

Extreme 
Haze 

25 mm/hr 
Rain Rate 

Nd:YAG 0.934 0.899 0.815 0.720 0.576 0.191 0.058 

Ho:YAG 0.949 0.937 0.905 0.865 0.799 0.539 0.059 

The data show in these plots are consistent with expectations. For example a pin detector will outperform 

an APD detector at close ranges (high signal levels). This occurs, since the pin detector typically has a higher 

quantum efficiency (2 times) and no excess multiplication noise (predicted to be near 4 for a typical APD detector). 

For the simulation parameters used in this analyze the pin detectors SNR will be on the order of 8 times (9 dB) that 

of an APD at close range. This becomes apparent when one looks at Eq. (9) in the limit as the signal shot noise 

dominates the other noise sources. Under this condition, the SNR becomes 

SNR, ^APDPs and SNRPj" ~  2hvB   ' 'APD~~ih^F    ""    Ui"v--"   ' - " (16) 

In addition, since these equations predict that at close ranges the SNR is proportional to the signal power, 

which is itself proportional to the reciprocal of the square range, one would expect the SNR curves to exhibit a -20 

dB per decade slope in the low range regime. This slope is apparent in both APD curves of Figures 11 and 15. 

The same phenomena occurs in the pin SNR vs. range curves. However, for the parameters used in this 

simulation, this low range SNR slope occurs at a much lower range regime. 

Summary 

Dr. Gatt's AFOSR Summer Faculty Research Program was mutually successful for all parties involved. 

The topic chosen was an interest area to both Dr Gatt and the LDERF staff. The short course presented to the 

LDERF staff, was highly successful and will be used as the basis for an SPffi short course. The laboratory based 
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coherent laser radar testbed, designed during this summer research program is a proven technology, that will serve 

as a valuable educational tool for those interested in gaining a deeper understanding of the more subtle technical 

issues associated with coherent detection. In addition, this testbed provides a instrument for comparing direct 

detection and coherent detection ladar systems. The FASCODE interface program, RUNFAS.EXE, was highly 

successful. It significantly simplifies the user interface to FASCODE, and was used extensively in this summer 

research program. 

The ASTP analysis highlighted some of the more difficult technical issues associated with the system 

goals as well as potential solutions to these technical problems. In addition, results of the ASTP scenario 

FASCODE simulations indicate that Er,Tm,Ho:YV04 (2.0412 um), Ho:YAG (2.0975 um), Ho:LuAG (2.1020 

um), and Er,Tm,Ho:LuAG (2.1020 um) propagate much better than other eye-safe solid state wavelengths, such as 

Tm:YAG (2.0132 um), Tm:LuAG (2.0240 um) and, Ho:YLF (2.0672 urn). Common isotope C02 laser exhibited 

extremely poor ASTP scenario transmission, however rare isotope CO2 lasers had exceptionally high (99.5%) 

ASTP scenario transmission. The comparison widens when one considers the round-trip transmission which is the 

square of the one-way transmission data presented herein. 

Results from the direct detection imaging ladar performance analysis, indicate that in general a Ho:YAG 

ladar will outperform an equivalent Nd:YAG laser (where equivalent assumes equal laser power, and equal 

detector specifications). In addition, it was shown that for pulse energies on the order of 25 uJ, along with the 

other simulation parameters, that a p-i-n detector's maximum range can be as high as 2 km. 
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ANALYSIS OF LASER DOPPLER VELOCIMETRY DATA 

Dr. Richard D. Gould 
Mechanical and Aerospace Engineering 

North Carolina State University 
Raleigh, NC  27695 

ABSTRACT 

The work accomplished at Wright Laboratory this past summer can be subdivided into three 

major tasks. The first task was the development of a computer based data smoothing algorithm 

so that measured profiles of turbulence statistics (i.e. mean, Reynolds stresses, and turbulent 

triple products) can be smoothed automatically. Specifically, laser Doppler velocimeter (LDV) 

measurements were smoothed in this work, however, the algorithm is general and thus could be 
applied to smooth any experimentally obtained profiles. The second task involved the 
determination of the statistical uncertainty of the measured mean velocities and turbulent normal 
stresses. Lastly, a series of computer programs which smooth, numerically differentiate and plot 
LDV measurements made in the flow field surrounding an integrated fuel injector (IFI) were 
developed to help aide in the analysis of this data. In addition, a Wright Laboratory senior 
engineer was trained well enough to use and modify this software as part of this effort. 
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ANALYSIS OF LASER DOPPLER VELOCIMETRY DATA 

Dr. Richard D. Gould 

INTRODUCTION 

The laser Doppier Velocimeter (LDV) has become a common and useful tool in the study of 

turbulent flow phenomena. The main reasons for this include the fact that the instrument is non- 

intrusive and has relatively high spatial and temporal resolution. The study of turbulent transport 

phenomena and the validation of turbulence modeling requires that measurements of all 

turbulence quantities be made at a large number of locations in the flow field under study. A 

number of factors contribute to make this task less than ideal. These include finite data sample 

size at each measurement location, a compromise between available flow facility run time and 

the number of measurement locations that can be probed and, noise entering the measurement 

system. The first item limits the accuracy of the turbulent statistic at each measurement location. 

Statistical theory states that the mean estimator is the actual mean only if an infinite number of 

samples are obtained at each measurement point, which of course, is not possible. The second 

item can sometimes be addressed by curve fitting the experimental data points. If measurement 

locations are closely spaced enough to resolve the gradients in the flow field curve fitting allows 

for interpolation between the measurement points. Since no measurement system is perfect, 

noise from spurious reflections, scratches on test section windows, signal processor electronics, 

photomultiplier tubes, poor seeding and other undetermined sources may cause erroneous 

measurements. One simple way to identify if this has occurred is by plotting the mean statistic of 

interest giving a profile of the measurement variable. This plotted data, in absence of discrete 

flow phenomena like shocks, should appear smooth and continuous. Two methods for smoothing 

the experimental data were investigated during this study. The first method defined the smoothed 

data to be a least squares polynomial curve fit to the original experimental data while the second 

method smoothed the experimental data by convoluting each data point and a user selected 

number of neighboring points with a convolution kernel. The least squares polynomial curve 

fitting method worked well so long as the profile did not have sharp corners or inflections 

whereas the second smoothing method was adopted for profiles which had sharp corners or 

inflections. A major objective of this study was to automate this process and to create a 

smoothed data set which could then be used to analysis turbulence transport and turbulence 

modeling assumptions. A description of the smoothing algorithm is given below. The least 

squares polynomial fitting method is not described here since it is well known and is discussed 

in many numerical methods textbooks(see Gerald (1978) for example). 
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SAMPLE STATISTICS AND STATISTICAL UNCERTAINTY 

The sample mean and sample variance (Dougherty, (1990), p. 327) of a random variable X 

of sample size N are given by 

r=^ifx' (1) 

The sample standard deviation is defined as S = ^. In the limit as N goes to infinity these 

sample estimates given by equations (1) and (2) approach the true mean, \i, and the true 

variance, a2, or true standard deviation, G, respectively. Since sample sizes are always finite one 

is interested in knowing how well the sample statistics given by equations (1) and (2) above 

agree with the true sample statistics. Confidence intervals - sometimes called statistical 

uncertainty - for the mean and variance of normally distributed random variables can be used to 

address this question. If X is a normally distributed random variable with unknown mean |i and 

known variance a2, and if X is an empirical mean given by equation (1) resulting from a 

random sample of size N, then 

y__       _o_     y a 
Za/2'Viv'       a/2*Viv (3) 

is a (l-a)-100% confidence interval for \i where z is the standard normal random variable 

evaluated where the area of the tail of the normal distribution curve accounts for a/2 % of the 

cumulative area under the normal distribution curve (Dougherty, (1990), pp. 349-352). For 

example, standard normal distribution tables give z(a/2 = 0.025) = 1.96 and z(a/2 = 0.005) = 

2.326. The first value would be used if one is interested in determining the statistical uncertainty 

in the mean for a 95% confidence interval while the second valued would be used if a 

confidence interval of 99% is required. It is important to recognize that equation (3) gives the 

uncertainty in the calculated sample mean for a prescribed confidence interval. Note that this 

interval decreases as the standard deviation of the sample decreases, as the sample size increases 

(actually as 1/^) and, as the confidence interval decreases. 
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The application of equation (3) to a sample of turbulence measurements obtain using LDV 
goes as follows. Consider a sample containing 5000 velocity measurements with a sample mean 
and variance of X = 10 m/s and a2 = 100 m2/s2 (or G = 10 m/s), respectively. If the sample 

population is normally distributed (i.e. near Gaussian probability distribution) equation (3) is 

valid. This analysis gives that the mean of this sample lies in the range between [9.723, 10.277] 
with 95% confidence. Thus, the best we can say is that the mean velocity of our sample is 10 m/s 

± 0.277 m/s with 95% confidence. 

A similar procedure can be used to determine the statistical uncertainty or precision of the 
variance of a normal distribution as given by equation (2). In this case the random variable is X2 

which processes a chi-squared distribution with N-l degrees of freedom, as opposed to a normal 

distribution like the mean. The uncertainty in the variance (Dougherty, (1990), p. 329-331) can 

be determined using equation (4) below 

N      „2 N 

%AM,a/2 Xw-l,l-a/2 

(4) 

where N is the sample population, S2 is the sample variance and %2
N_la/2 is the value the chi- 

square variable with N-l degrees of freedom evaluated where the area of the tail of this 
distribution curve accounts fora/2 % (or 1 - a/2 %) of the cumulative area under the chi-square 
distribution curve. The values of %2

N_la/2 can be found in standard statistics books if the 

population size is small(typically N-l < 100). It is important to note that the chi-square 
distribution, unlike the normal distribution, is non-symmetric. For example, %3o,o.oo5 =13.79 
whereas, X30>0.995 = 53.67. This distribution does, however, approach symmetry when the sample 

size becomes large, as is the case for LDV samples. An approximate formula (see Bendat and 
Piersol (1986), see footnote of chi-square table) for the chi-square variable when the sample size 

is large is 

2 
%n,a/2 ~ n 

_2_        YT_ 
1    9n + Zani9n 

(5) 

where n is the number of degrees of freedom (n = N-l) and z is the standard normal random 
variable evaluated where the area of the tail of the normal distribution curve accounts for a/2 % 

of the cumulative area under the normal distribution curve. 
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The application of equation (4) to the same example (N = 5000, X = 10 m/s and a2 = 100 

m2ls2) given above goes as follows. If the sample population is normally distributed {i.e. near 
Gaussian probability distribution) equation (4) is valid. Equation (5) gives X4999.&005 =5196.9 

whereas, X4999A995 = 4804.9 when a 95% confidence level is used {i.e. z0005 = 1.96 and zom = 

-1.96). This analysis gives that the variance of this sample lies in the range between 

[96.21, 104.06] with 95% confidence. Thus, the best we can say is that the variance of our 

sample is a2 = 100 m2/s2 +4.06 -3.79 m2ls2 with 95% confidence. Note that the error becomes 

reasonably symmetric about the estimated value due to the large sample size. 

SMOOTHING EXPERIMENTAL DATA 

Smoothing and curve fitting experimental measurements is a common practice in 

engineering and science since one is usually interested in obtaining an empirical expression 

which describes the measured phenomena. It is especially important to smooth experimental 

measurements if one is interested in obtaining the derivative of the measured phenomena. This is 

because numerical differentiation is known to be a "noisy" process since small errors in the 

measurements can lead to large errors in the finite differenced approximation to the derivative. 

This can be described by considering a first order one sided difference, 
dU/dy = (U{y + Ay)-U{y))/Ay. Because the two measurements are close to one another and 

thus of about the same magnitude, any noise added to the measurements can be of the same 

order or larger than the difference in the two measurements. Dividing this difference by a small 
distance, Ay, can further amplify this error. 

Probably the most common curve fitting algorithm used is based on the least squares 

minimization procedure. In this method a general curve, of prescribed type, is fitted through the 

experimental measurements. The coefficients of the curve are found by minimizing the square of 

the error between the values given by the curve fit expression and the measurement values. 

Various types of curves, such as n* order polynomial curves, exponential curves, power law 

curves, and others can be specified. It is important to note that this curve may not pass through 

any of the measurement values. Once this curve is found it can be differentiated in closed form 

since these curves are analytic. 

Another common curve fitting method, the cubic spline procedure, is based on fitting a 

cubic polynomial between each of the measurement points (see Gerald (1978)). The curves are 
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defined by requiring the cubic polynomial to pass through the two measurement points at the end 
of each interval, and to have the same slopes at the ends of the interval as the cubic splines of 
each adjacent interval. This method forces piecewise cubic polynomial curves through each 

measurement point. 

A compromise between the least squares polynomial fitting method and the cubic spline 

method has been suggested by Savitzky and Golay (1964). Their method, which employs a 
convolution procedure, can be described as a moving segment least squares polynomial curve 
fitting algorithm. Consider a segment of experimental measurements made up of 5 points. A 
quadratic or cubic polynomial is fit to these 5 points using the least squares criteria. This curve 
fit is then used to find the best value for the central point of this segment. Thus, a new 
"smoothed" measurement point at the center of this segment is produced. This procedure is 
repeated for each segment of 5 measurement points, dropping one at the left and picking up one 
at the right each time. The result of this process is a new set of "smoothed" measurement 
points(excluding the two points on each end of the experimental measurement set if 5 point 
segments are used). Savitzky and Golay discovered that a convolution procedure could be used 
to obtain the smoothed central point value which is exactly equivalent to the least squares 
method. They tabulated the convolution integers for the cases where from 5 to 25 measurement 
points are used in each segment. This algorithm was coded as a subroutine in the FORTRAN 
programming language for cases where 5 to 13 measurement points are used in each segment to 
calculate the smoothed data point at the center of each segment. A computer listing of this 

algorithm, with complete comment statements, is given in the Appendix. 

Three experimentally obtained profiles are presented here to demonstrate how the 

smoothing and curve fitting algorithms performed. In all the figures the square symbol 
represents the experimental measurements. Up to three curves are "fitted" to the experimental 
measurements shown here. The solid line is obtained by applying the 5 point Savitzky-Golay 
smoothing algorithm (smoothing=l legend) to the experimental measurements. New "smoothed" 
data points are then calculated during the convolution procedure as mentioned above. Next a 
cubic-spline is used to interpolate additional points between these new smoothed points so that 
the solid line can be drawn. The dotted line is similar to the solid line except that 13 
measurement points (smoothing=5 legend) are used in the convolution procedure. The new data 

points are therefore influenced by more adjacent points when 13 points are used as opposed to 
when 5 points are used. The dash-dot-dot pattern is a least squares 8th order polynomial curve fit 

to the experimental data. 
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Figure 1 shows experimental LDV measurements of the mean axial velocity downstream 
(x/H =1) and in the wake of a bluff body. The profile is symmetric and has three rather sharp 
corners where the velocity changes rapidly with position. It can be seen that the smoothed data 
using 5 points in each segment(solid line) fits the experimental measurements extremely well, 
even around the three sharp corners. It should also be mentioned that the solid line does not pass 
through the center of the experimental measurement points. Recall that the smoothing procedure 
finds a new value for the data point at the center of each segment. The dash-dot-dot line shows 

the curve fit to the smoothed data when the number of points in the smoothing interval is 

increased to 13. It is clear that sharp corner features cannot be resolved when too many points 

are included in the smoothing procedure. Thus, there is a trade-off between too much smoothing 

and accurately following the experimental measurements. Lastly, the dotted line shows a least 
squares 8th order polynomial curve fit to the experimental data. This polynomial curve shows 
over-shoot and under-shoot on the flat parts of the experimental data and a poor fit in the central 
region. It turns out that all polynomial curves have difficulty fitting the type of data presented in 
this figure. 
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Figure 1. Smoothing and curve fitting experimental data. 

Savitzky and Golay also included convolution integers to find the derivative of the 

smoothed data point at the center of each segment. This approach was not used here. Instead, the 

first derivative of the experimental data was found using second order accurate finite difference 
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equations. The second order accurate finite difference algorithm for the first derivative of 

unequally spaced central points is 

du\ _«,J+1+(q2-iMJ-txXJ-1 

dy).. a(a + l)Ay_ 

(6) 

where Ay+ = yiJ+l -yid, Ay_ = yu -y,^ and a = Ay+/Ay_. Note that this equation can be used 

for equally spaced (a = 1) points also. For end points, the following second order finite 

difference algorithms were used to calculate the first derivatives. 

du* -M..+2+4M..+1-3M.. 

2Ay 
du\    _Ui.hl-4uiJ-l+3uiJ 
dy).. 2 Ay 

(7) 

Equations (6) and (7) were used to calculate the first derivative of the experimental 
measurements with respect of y. Figure 2 shows the first derivative of the data presented in 
Figure 1 and curves from the same three curve fitting methods discussed above. Note that the 5 
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Figure 2. Smoothing and curve fitting the first derivative of experimental data. 
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point smoothing algorithm fits the first derivative data extremely well. The 13 point smoothing 
algorithm has difficulty in fitting the sharp corners while the least squares 8th order polynomial 
curve oscillates about the measured points. 

Figures 3 and 4 show experimental measurements and the first derivative of experimental 
measurements, respectively, of the transverse mean velocity behind (x/H = 1) and in the wake of 
a bluff body. The shape of this profile is quite different from that shown in Figure 1. However, 

the 5 point smoothing algorithm does a good job smoothing the data while maintaining the 
proper shape. In particular, note how the solid line passes through the three points towards the 
top of Figure 3. The 13 point smoothing algorithm does a reasonable job smoothing the data but 

tends to over-smooth the sharp corners. The 8th order polynomial curve fit cannot follow the 

shape of this profile. The Figure 4 shows the first derivative of these experimental 
measurements. The same comments about the curve fits made for Figure 3 apply to Figure 4 
also. 
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Figure 3. Smoothing and curve fitting experimental data. 
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Lastly, examples of experimental data which can be fit well to an 8th order polynomial curve 

are given in Figures 5 and 6. Figure 5 shows the axial turbulent normal stress profile 

downstream (x/H = 7) of a bluff body. Only two curve fits, the 5 point smoothed and the least 

squares polynomial fit are shown on this figure. This is because the 13 point smoothed curve lies 

somewhere between these two curves and cannot be seen well. Both curve fits shown do a good 

job fitting the experimental measurements, however, the polynomial fit is smoother and thus 

would be a better choice. Also, notice that both curves fit between the measurement points 

toward the top of the figure. Figure 6 shows the first derivative of the data shown in Figure 5. 

The points in this figure oscillate more than those shown in the previous figures. This is because 

the measurements (see Figure 5) oscillate somewhat and the differentiation process amplifies 

this. The polynomial curve fit to the data shown in Figure 6 is much smoother than the 5 point 

smoothing algorithm and would be a better choice of representing the first derivative of the axial 

turbulent normal stress. 

22-11 



0.04 

0.03 

i i i i I i i i i 
L  x/H = 7 

c±& 0.02 
3 
3 

0.01 

I  I  I  I  I  I  I  I  I  I  I  I  I  I  I  I  I  I  I 

□     Measurements 
 Smoothing = 1 

8th order poly. 

-' ' ' ' I ' ' ' ' I ' ' ' ' I ' ' ■ ■ I ' ' i i I i i i i - 
-3-2-10123 

y/H 

Figure 5. Smoothing and curve fitting experimental data. 

0.10 

0.05 

3 
3 
Ä 0 — 

CM CO 

-0.05 - 

-0.10 

i i i i i i i i i I i i i i i i i i i I i i i i i i i i i 
x/H = 1 

a     Measurements 
 Smoothing = 1 
 8th order poly. 

■ ' ' I ■ i ' ' I ' ' i ' I i i i i I i i i i I i i i i 

-1 

y/H 

Figure 6. Smoothing and curve fitting the first derivative of experimental data. 

22-12 



CONCLUSIONS 

Computer software was developed and delivered to WL/POPT for, 1.) determining the 

statistical uncertainty of laser Doppler velocimetry (LDV) data, 2.) numerically differentiating 
experimental measurements, 3.) automated smoothing and curve fitting experimental 
measurements and, 4.) plotting this data. In addition, a Wright Laboratory senior engineer was 

trained well enough to use and modify this software as part of this effort. 
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APPENDIX I 

SUBROUTINE SmoothSG (data_in, num_pts, smooth_num, data_out) 
c 
c**************************************************************** ****** 
c 
c    The function of this subroutine is to reduce noise(i.e. smooth) 
c    in a sampled data set. This algorithm employs the Savitzky-Golay 
c    technique of simplified least squares smoothing. The technique 
c    uses convolution where each data point is recalculated as a 
c    weighted average of its original value and the surrounding data 
c    points. The degree of smoothing is a function of the number of 
c    surrounding data points used in the convolution. The more data 
c    (i.e. the larger the convolution kernel) the larger the degree 
c    of smoothing. The weights used in the convolution kernels are 
c    initialized in data statements, 
c 
c    See: 
c 
c    Savitzky, A. and Golay, J.(1964), "Smoothing and Differentiation 
c    of Data by Simplified Least Squares Subroutine," 
c    Analytical Chemistry, Vol. 36, p. 1627. 
c 
c    Variable definitions: 
c 
c    data_in    : input data vector to be smoothed (0:num_pts). 

number of data points in input data set. 
selects number of points used in convolution. 
smoothed output data vector (0:num_pts). 
convolution coefficients used to smooth data, 

c i is smooth_num, j is the coefficient number(0-12). 
c    norm(i)    : normalization parameter, i is smooth_num. 
c    num_coef   : number of coefficients(and points) used in smoothing, 
c    order     : number of points at beginning & end of data set 
c which cannot be included in the convolution, 
c    start     : first point in data set where convolution can occur, 
c    stop      : last point in data set where convolution can occur. 

c 
REAL data_in(0:num_pts),data_out(0:num_pts) 
INTEGER coef(0:4,0:12),norm(0:4),num_pts,smooth_num,num_coef, 

&order,start,stop,i,j,k 
c 

c    Define convolution coefficients used in smoothing algorithm 

C 

data (coef(0,j), j=0,12) /-3,12,17,12,-3,0,0,0,0,0,0,0,0/ 
data (coef(l,j), j=0,12) /-2,3,6,7,6,3,-2,0,0,0,0,0,0/ 
data (coef(2,j), j=0,12) /-21,14,39,54,59,54,39,14,-21,0,0,0,0/ 
data (coef(3,j), j=0,12) /-36,9,44,69,84,89,84,69,-44,9,-36,0,0/ 
data (coef(4,j), j=0,12) /-ll,0,9,16,21,24,25,24,21,16,9,0,-11/ 
data norm /35,21,231,429,143/ 

c 
IF(smooth_num .GE. 1 .AND. smooth_num .LE. 5) THEN 

c num_pts 
c smooth_num 
c data_out 
c coef(i,j) 
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1 5 2 
2 7 3 
3 9 4 
4 11 5 

5 13 6 

c********************************************************************** 
c Calculate the number of convolution coefficients(and points) to be 
c used in the smoothing process. Also, find the beginning and ending 
c data points in the input data set where the convolution process 
c takes place. The following parameters result for given smooth_num. 
c 
c smooth_num        num_coef(# points in smoothing)       order 
c 
c 
c 
c 
c 
c 
c 
c********************************************************************** 
c 

num_coef=2*smooth_num+3 
order=(num_coef-l)/2 
start=order 
stop=num_pts-order 

c 
c********************************************************************** 
c    Initialize output data to zero 
c********************************************************************** 
c 

DO i=0,num_pts-l 
data_out(i)=0.0 
END DO 

c 
c********************************************************************** 
c    Performs convolution on input data set. This algorithm moves 
c    through the data set and smooths each point based on the value of 
c    the point and the values of its neighboring points and the values 
c    of the convolution coefficients. 
c********************************************************************** 
c 

DO i=start,stop 
c 

DO j=0,num_coef-l 
data_out(i)=data_out(i)+data_in(i-order+j)*coef(smooth_num-1,j) 
END DO 

c 
c********************************************************************** 
c    Normalize smoothed output data points 
c********************************************************************** 
c 

data_out(i)=data_out(i)/REAL(norm(smooth_num-1)) 
END DO 

c 
c********************************************************************** 
c    Set end points of smoothed output data to input data values 
c********************************************************************** 
c 

j=order-l 
k=num_pts+l-order 
DO i=0,order-l 
data_out(j)=data_in(j) 
data_out(k)=data_in(k) 
j=j-l 
k=k+l 

END DO 
c 

END IF 
END !Subroutine SmoothSG 
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Issues Involved in Developing an Object-oriented System by Reengineering an Existing System 

Raghava G. Gowda, Ph.D. 

Assistant Professor 
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University of Dayton 

Abstract 

This report describes the issue and process of reengineering an existing system to develop an 

object-oriented model for the system.   A systematic process of reengineering was applied to a subsystem of the Integrated 

Test Bed (ITB) facility.   The ITB is used to support the development, testing, and evaluation of advanced avionics systems 

in the Avionics Directorate at Wright-Patterson Air Force Base. The subsystem being reengineered was the Guidance 

subsystem of the Operational Flight Program (OFP). The initial effort concentrated on the Terrain-Aided Flight Algorithm 

(TFA), or the Vertical Steering subsystem, a component of the Guidance subsystem. Then a bottom-up approach was used 

to derive an object model for the OFP. The objective of the reengineering task was to develop an object-oriented model for 

the current system .   The system was initially implemented in JOVIAL and later in Ada. The first phase of the effort was 

to understand the existing system. This was accomplished by studying the related documents and code, and constructing 

design specifications for the existing system. Structure Charts were used to document the design of an earlier version of the 

system programmed in JOVIAL. Visibility Diagrams and notations similar to Object-Oriented Structured Design (OOSD) 

were used to document the design features of the current system implemented in Ada. The processes and corresponding 

data were grouped together to encapsulate them into objects/classes. The second phase was to develop an object-oriented 

model for the system. An object-oriented model was developed using the Object Modeling Technique. Some of the CASE 

tools used for this effort include Software Through Pictures™, Rational Rose™, and OMTool™.   The report includes some 

of the experiences and lessons learned. 
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Issues Involved in Developing an Object-oriented System by Reengineering an Existing System 

Raghava G. Gowda, Ph.D. 

Introduction 

Reengineering software refers to the task of capturing the design details and algorithms of an existing system by 

studying its code and modifying the system for future use. The efforts involved in reengineering can be substantial. 

Sometimes it may be cheaper to abandon the existing system and develop a new system altogether. Reengineering is a 

time-consuming task as one has to go through old code and relate it to the system's requirements. The task becomes 

complicated due to poor design, lack of documentation, and use of global variables. In spite of the difficulties encountered 

in the reengineering process, it may be the only alternative available to modify some existing systems. Reengineering may 

be needed for: 

a. modifying an existing system 

b. extracting algorithms or process logic from the existing system 

c. building an object-oriented system based on the existing system 

d. validating an existing system 

One of the most compelling reasons for reengineering is to develop object-oriented systems. This is an important 

step in enhancing reusability of software. The processes and the data being manipulated have to be thoroughly understood 

before encapsulating them into objects. 

Reengineering Process 

A subsystem of the Operational Flight Program (OFP), namely, the Terrain-Aided Flight Algorithm 

(TFA) subsystem, was selected for the purpose of reengineering. It was selected mainly for the following reasons: 

a. The document "Computer Program Product Specification for the Terrain-Aided Flight Algorithm (TFA) 

System" was available. It documents the subsystem as originally implemented in the JOVIAL language. 

b. The system was reimplemented in Ada. Most of the functions of the TFA system were implemented in the 

package VERTICAL_STEERING which was a component of the Guidance subsystem in the OFP. 

The following tasks were performed for reengineering the TFA (or Vertical Steering) subsystem: 

a. All the documents related to the Integrated Test Bed (ITB) were studied. 
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b. The TFA subsystem was documented using the Structure Chart Editor (SCE) of the CASE tool Software 

Through Pictures™. Data dictionary entries were recorded in the CASE tool for various modules. 

Documentation was done with the view that these specifications would be useful for checking the consistency 

between the old and new systems. 

c. The Ada packages were studied. A listing of various packages was obtained. 

d. Visibility Diagrams for Ada packages were drawn using the Rational Rose™ CASE tool 

e. Detailed diagrams were drawn for the package specification and body of VERTICALSTEERTNG. 

f. Data associated with the procedures and tasks of VERTICAL_STEERING were tracked in various packages and 

documented separately. 

g. Other Ada packages of the Guidance subsystem such as HORIZONTAL_STEERTNG were documented, 

h. An overall Object Model for the OFP was developed using the Object Modeling Technique (OMT). The 

OMTool™ from the Advanced Systems Concepts was used for developing the Object Model. 

An overview of the Integrated Test Red iTTItt Facility 

The purpose of the Integrated Test Bed (ITB) facility is to support the development, test, and evaluation of 

advanced avionics systems and subsystems. It provides a real-time simulation of military aircraft performing an operational 

mission. The simulation generates the interface signals between the aircraft sensor suite and the avionics system so that 

the avionics equipment are subjected to a data signal environment which is nearly identical to actual flight. A simulated 

cockpit is also a part of the simulation for realistic evaluation of the avionics system. The ITB facility consists of the 

following components: 

a. Avionics equipment: Mission Processing Clusters, Integrated Terrain Access/Retrieval System (ITARS), Quiet 

Knight Data Processor (QKDP), Constant Source Operator's Terminal (CSOT), MIL-STD-1553B Multiplex 

Buses, High Speed Data Buses (HSDB), Equipment Under Test (e.g., Common Modules), and Mission Software 

b. Simulated Avionics and Environment: Real-Time Simulation Computers, Simulation Software, 

Out-The-Window Scene/Sensor Generation, Crewstation, and High Speed Simulation Network 

c. Support Elements: ITB Support Hardware and Software and System Test Software 

The subsystem selected for object-oriented modeling was the Guidance subsystem which consists of the 

Terrain-Aided Flight Algorithm (TFA). This subsystem has been modified/expanded and implemented in the Ada package 

VERTIC ALSTEERING.    The subsystem we selected was a part of the OFP software. A brief description of OFP 

components is given below to characterize the environment in which the Guidance subsystem operates. 
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OFP Implementation in Ada 

The OFP implemented in Ada supports a number of mission modes. Each mission mode has an alternate mode 

with minimum functions. The mission modes are supported by avionics functions, which are bundled into Loadable 

Program Units (LPU) for implementation purposes. The Table 1 gives an overview of the mission modes, avionics 

functions, and LPUs. 

Mission Modes Avionics Functions Available LPUs 

Null Master Mode Initial Guidance Function Guidance 

Preflight_Master_Mode Enhanced Guidance Function Horizontal Guidance 

Degraded_Preflight_Master_Mode Guidance Function Vertical_Guidance 

Takeoff and Climb Master Mode Degraded_Guidance_Function_l Navigation 

DegradedJTakeoff_and_Climb_MM_l Degraded_Guidance_Function_2 SITAN_Main 

Degraded_Takeoff_and_Climb_MM_2 EnhancedNavigationFunction SITAN_Acql 

Degraded_Takeoff_and_Climb_MM_3 NavigationFunction InflightRouteRepair 

ApproachLandMasterMode DegradedNavigationFunction Sensors 

DegradedApproachLandMMl Inflight_Route_Repair_Function Cockpit 

Degraded_Approach_Land_MM_2 Sensor Control Function IMFK_Control 

Cruise Master Mode PVI Function DGS Interface 

Degraded_Cruise_MM_l Degraded_PVI_Function_l IMFK_Partial 

Degraded_Cruise_MM_2 Degraded_PVI_Function_2 MissionManager 

Degraded_Cruise_MM_3 Mission_Manager_Function 

TF TA Master Mode 

Degraded_TF_TA_MM_l 

Degraded_TF_TA_MM_2 

Degraded_TF_TA_MM_3 

Up_And_Away_Minimum_Mode 

Table 1. Mission Modes, Avionics Functions and LPUs 

The OFP is supported by the Ada Avionics Real-Time Software (AARTS) operating system. It performs task 

loading, scheduling, running, reconfiguration, and unloading of tasks. The services provided by AARTS include I/O via PI 

Bus/HSDB/MTL-STD-1553B, file services, "Wait" for messages, semaphore services, and event services. 

Subsystem being modeled: 

Terrain-Aided Flight Algorithm (TVX) or Vertical Steering imnlemented in JOVIAL 

The purpose of the TFA is to implement a Terrain Following/Terrain Avoidance (TF/TA) algorithm using digital 

terrain elevation data (DTED) from the Integrated Terrain Access/Retrieval System (ITARS). It also implements the 

Sandia Inertial Terrain Aided Navigation (SIT AN) algorithm using terrain elevation data from IT ARS. Using these 
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algorithms the TFA generates in real-time lateral and vertical flight commands suitable for use in directing the flight cue on 

the Head-Up Display (HUD) or as input to an autopilot system. The system also generates a corrected aircraft position 

using the SITAN algorithm. Figure 1 shows the functional relationships among the TFA and other subsystems 

implemented in JOVIAL. The TFA performs the following major functions: 

a. Controls algorithm activity as directed by incoming MCL-STD-1553B messages. 

b. Receives and maintains terrain elevation data from the IT ARS across the High Speed Data Bus (HSDB). 

c. Generates heading and pitch commands as directed by the TF/TA algorithms. 

d. Generates accurate latitude and longitude position estimates using the slopes of the terrain beneath the aircraft. 

e. Outputs TF/TA/SITAN results over the MJL-STD-1553B Bus. 

f. Coordinates processor-tp-processor communications over the Shared Memory Architecture Real-time Network 

(SMARTNet). 

Algorithm Control 

When MIL-STD-1553B messages are received, the TFA subsystem generates appropriate TF, TA, SITAN, and 

aircraft steering results. The system is driven by a MIL-STD-1553B minor cycle interrupt. The interrupt acts as a heartbeat 

for the system and all internal events occur at specified minor cycle intervals. 

ITARS Control 

ITARS is an avionics terrain database subsystem that stores terrain, image, and/or threat information. It generates 

three video display channels and outputs pertinent terrain and feature data to other avionics functions over an HSDB. The 

three video channels include two raster channels and one stroke channel. 

ITARS data is received by the TFA subsystem across a HSDB. Two separate streams of data, one for each 

algorithm are sent to TFA periodically and buffered internally in system memory. The data consists of an Area Load of the 

terrain elevation points surrounding the aircraft. ITARS continuously sends new area loads of terrain data centered 

about the current aircraft position. 

Terrain Following (TF) Processing 

When activated by a MJL-STD-1553B message, the TF algorithm scans the ITARS terrain data in front of the 

aircraft and computes a flight vector command that will insure terrain clearance over approaching critical terrain features. 

The TF algorithm will also generate negative flight vector commands in an attempt to maintain a set clearance altitude 

over the terrain. Final TF results are sent to the Steering process for later use. 
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Terrain Avoidance (TA) Processing 

The TA algorithm is activated periodically by a ML-STD-1553B message and generates lateral heading 

commands to guide the aircraft around high elevation terrain features. TA uses resident ITARS terrain data as the major 

input into a cost function that weighs elevation height with other cost parameters during lateral path generation. This 

lateral path is sent to the Steering process for use in steering computations. 

SITAN Processing 

Incoming Inertial Navigation System (INS) data is sent periodically to the SITAN algorithm which computes a 

corrected aircraft position based upon computed slope values from the underlying ITARS terrain data. SITAN uses the 

initial INS position as a best-guess estimate of the true aircraft position. Using a series of Kaiman filters, SITAN refines 

this estimate and then tracks the computed position using terrain data from ITARS. SITAN results are sent across the 

MIL-STD-1553B Bus for use by the mission software. 

Steering Process 

Vertical and lateral guidance commands from the TF and TA processes are stored internally by the steering 

process. Each time a MJL-STD-1553B steering command message is received, the steering process builds a steering output 

message from the most current vertical and lateral guidance commands and outputs this message across the 

ML-STD-1553B Bus. 

VERTTCAI, STEERING Implementation in Art» 

After documenting the TFA algorithm as implemented in the JOVIAL language, the current system implemented 

in the Ada language was studied. A detailed listing of Ada files was obtained and the TFA algorithm implemented in the 

Guidance subsystem was documented. It was found that the Ada version had modified the JOVIAL version substantially. 

The VERTICAL_STEERrNG package implements some aspects of the Terrain Following algorithm, a component of TFA. 

The next step was to document essential aspects of the Ada packages and their relationships with other packages. The 

details of the package body were documented using Structured English and detailed diagrams. 

Structured English for Vertical Stepring 

Process details were documented using Structured English from the body of the VERTICAL_STTERrNG package. 

It could be documented in a CASE tool. Indentation helps to highlight control structures. Action Diagrams may used with 

the Structured English. The package specification should emphasize the major processes and algorithms and should avoid 

language features. 
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File: [ITBC.PMF.OFP.GUTOANCE]VERTICALJSTEERiNG_. ADA 

package spec VERTICAL_STEERING 

Vertical Steering Manger. Generates flight path guidance command. 

Includes specification of VERTICAL_STEERTNG_TASK 

File: [ITBC.PMF.OFP.GUTOANCE]VERTICAL_STEERING ADA 

package body VERTICAL_STEERING 

procedure BROADCAST_VERTICAL_STEERING_RESULTS 

Send the steering results message out on the PI Bus. 

Maintain the Vertical Steering 'deadman counter', incrementing the value and resetting it to prevent its 

getting too big. 

Set 'no nav data' status. 

procedure CREATE _STRAIGHT 

Create a lateral path in lieu of horizontal steering. The path is straight ahead (i.e. along the current heading). 

procedure INIT_VERTICAL_STEERING 

Initialize Vertical Steering's status to "UNCONFIGURED" status 

task body VERTICAL_STEERING_TASK 

INn_VERTICAL-STEERTNG 

Loop for ever. Any configuration messages and aircraft sensor messages will be available whenever they come 

in. No need to 'wait' for them. 

Wait until it is time to run. In the meanwhile, monitor the reception of nav data.   Regardless of what timer does, 

don't run until a new nav solution is received. 

loop 

begin 

TIME_TO_RUN := false; 

while not (TIME_TO_RUN) loop 

select 

accept TIMER_EVENT do 

TIME_TO_RUN := TRUE; 

end TIMER_EVENT; 

or 

accept NAV_MSG (....) 

endNAV_MSG; 

or 
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accept HOR_STEER_MSG (...) 

end HOR_STEER_MSG; 

end select; 

end loop; 

if not (NAV_SOLUTION_RECEIVED) then 

BROADCAST_VERTICAL_STEERTNG_RESULTS 

Send invalid message 

elseif not (AIRPLANE. WEIGHT_OFF_WHEELS) 

or 

(PILOT_COMMAND.VERTICAL_OPT /= NO_VERTICAL_STEERTNG) then 

set values 

BROADCAST_VERTICAL_STEERING_RESULTS 

else 

Transfer cumulative map errors into output message; 

Extract message info 

if (PILOT_COMMAND.HOR_STEER_OPT = NO_HORIZONTAL_STEERING) then 

No horizontal steering 

Build our path 

CREATE_STRAIGHT(CURRENT_AC_STATE,LATERAL_FLIGHTPATH); 
else 

If path from Horizontal Steering is valid, copy it to a local buffer 

endif; 

if (PILOT_COMMAND.VER_STEER_OPT = STEERJF.NO_VERTICAL_STEERING) then 

Set locally formatted GLOBAL_SENSOR values to SENSOR 

Generate TF Command 

endif; 

Set the validity bit on and broadcast the result 

endif; 

If an exception is raised during processing, set the validity bit off and continue. 

This will show up in the cockpit as a 'blink' in the Vertical Guidance Cue. 

end loop; 

Visibility Diagrams for Ada Packages 

The Structured English captures process details. Ideally it should contain data details also. As the data used in a 

particular package could be derived from multiple packages, a Visibility Diagram may be drawn using the package 
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specification. A Visibility Diagram for VERTICALJSTEERING is shown in Figure 2. The objective is to isolate data 

elements which are essential for a particular process. Once we specify essential process logic and data we may encapsulate 

them into objects. 

The Visibility Diagram shows that sixteen packages are visible for VERTICALSTEERiNG Some of them are 

generic packages such as porreals and porintegers which deal with portable reals and portable integers. Attention was 

given to those packages which have been used (either to access data or a procedure) in the package body of 

VERTICAL_STEERTNG. 

From the packages shown in the visibility diagram the data can be systematically tracked and documented. 

Table 2 shows a format for tracking data elements. 

Variable Name/Record Type/Subtype Size in 
words 

Value Defined in Package Used in Package 

WAKEUP_REASON WAKEUPJTYPE 1 MESSAGEJO VERTICAL. 
STEERING 

HORIZONTAL_STEERING_ 
OPTIONS 

HORIZONTAL 
STEERING 
OPTIONS 

1 STEERJF VERTICAL, 
STEERING 

TIME_TO_RUN boolean VERTICAL_STEERING VERTICAL, 
STEERING 

VERTICAL_STEERING VERTICAL_ 
STEERING 
RESULTS 

6 STEERJF VERTICAL, 
STEERING 

Table 2. Tracking Data Elements 

This method of tracking data elements can be very laborious. Reverse Engineering tools capable of tracking data 

in the entire system should be used for this purpose.   The basic task is to determine whether the data element is essential 

for the process or not. Most of the flags used in parameter lists are dependent on programming style and other constraints. 

They could be simplified or eliminated.   The derived data elements, in general, should not be part of the data structure as 

they can be easily computed from the basic data. 

Detailed Diagrams 

A detailed diagram for each process can be drawn using notations similar to Object-Oriented Structured Design 

(OOSD). It includes package interfaces, procedures, functions and tasks of the package, data declared within the package, 

and possibly its interface with other packages. Figure 3 shows a detailed diagram for VERTICAL_STEERrNG. 
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Object Mode» for OFP 

In an ideal case the approach for deriving an overall model for the system will use the bottom-up approach. First, 

objects and classes are identified, and classes are grouped into subsystems so that cohesion of subsystem components is 

maximized and the coupling between subsystems is minimized. Sometimes the top-down approach may be needed because 

of the size of the system and multiple resource requirements. We have used both the top-down and bottom-up approaches in 

arriving at an overall object model. The system documentation provided hardware and system software requirements, and 

Ada code provided a bottom-up view of the system. Partitioning the system into subsystems is a very crucial activity. The 

poor partition will adversely affect the resource requirements, performance, and reusability of subsystems. 

After documenting the aspects related to VERTICAL_STEEPJNG, the HORIZONTAL_STEEPJNG and other 

packages of the Guidance system were examined. Finally an Object Model for the Operational Flight Program was 

developed using OMT. The designer of the OFP used object-oriented concepts (Abstract Data Types) in the design of Ada 

packages. The designer was consulted in developing the overall model. The Object Model closely resembles the current 

architecture of the OFP. The OMTool™ was used for drawing the Object Model shown in Figure 4. 

Data dictionary entries are an essential aspect of any development or reengineering effort. The Structured English 

and data details can be used to define objects/classes in the data dictionary. Object Modeling Technique also provides for a 

Dynamic Model and a Functional Model. The Functional Model uses Data Flow Diagrams to capture process details. Since 

we have already documented the process details in the reengineering process, we may not need the Functional Model. The 

Dynamic Model uses State Transition Diagrams to represent control flow of the system. The Dynamic Model should be 

used to represent relationships among classes/objects. Collaboration graphs or object-interaction diagrams can also be used 

to represent interactions among subsystems/classes.   The Object Model, Functional Model, and Dynamic Model show three 

distinct orthogonal views of the system. The Object Model shows inheritance, association and aggregation relationships 

between classes/objects. The Dynamic Model shows state transitions. The Functional Model shows the transformation of 

inputs to outputs.   Consistency in naming processes and data should be observed across these models as it is essential to 

provide a coherent view. 

The major classes of the Operation Flight Program are the Pilot/Vehicle Interface, Guidance, ITARS, Navigation, 

Sensor Management, and Steering. Though the current system also has a Mission Manager function, we consider that to be 

a part of the Avionics Operating System. 

The Mission Manager is a subsystem of AARTS which manages the OFP. It is responsible for managing the 

invocation of appropriate avionics functions for each master (mission) mode invoked by the pilot. The Mission Manager 

will determine the appropriate functions and associated LPUs for each mission mode and will initiate load/start of these 

functions through the AARTS System Executive. It also provides the capability to specify functional Hot Backups and 
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alternate (degraded or reduced) mission modes. The basic functions of the Mission Manager are to determine software 

requirements for each mission phase; to command load of required software; to accept system resource update reports; to 

determine degraded mission phase requirement; to auto-transition between mission phases; and to inform applications of 

mission mode changes. 

a. Pilot/Vehicle Interface 

The Pilot Vehicle Interface consists of the Controls and Display, Position Update, and Autopilot functions. The 

primary task of the Controls and Displays function is to accept and initiate the pilot's control commands, and maintain and 

display appropriate information on the aircraft state, avionics subsystems, and mission status. The Position Update function 

will allow the pilot to designate a location of known position, using the Laser Ranger and aiming reticle on the HUD. 

Based on the difference between the calculated position of the designated location and the known value, actions to update 

the INS position will be initiated. The Position Update function will also allow updates based on GPS, SITAN, or DKF 

outputs. The Autopilot Interface function will format an interface message for the autopilot. 

b. Guidance 

The Guidance subsystem shall determine deviations from the projected flight path and determine the steering 

information (steering cues and steering commands) necessary to maintain flight along the projected flight path. The major 

functions of the Guidance subsystem are to provide steering cues to direct the pilot to the desired destination; to generate 

Vertical Modes and Horizontal Modes; to fly to a specified TACAN station; to fly over lowest terrain (Terrain Avoidance); 

to generate commands for autopilot; and to provide degraded modes if processing resources are lost. Some of the features 

of the guidance/steering modes are given below: 

Waypoint Management 

Waypoint Management (WPM) will be responsible for maintaining the mission waypoint database. This includes 

both the mission waypoint definitions and the current waypoint sequence. The WPM will provide inquiry services to 

provide waypoint definition data as well as waypoint sequence information. 

Horizontal Guidance 

The Horizontal Guidance subsystem consists of a Horizontal Steering Algorithm which implements Command 

Track, Command Navigation , Command Heading, Terrain Avoidance, and Instrument Landing System. 

Command Track - will provide lateral commands to fly the great circle connecting the last waypoint to the next 

waypoint. 

Command Nav - will provide lateral commands to fly a great circle from the present position to the next waypoint. 

Command Heading - will provide lateral commands to fly a heading commanded by the pilot. 

Terrain-Avoidance - generates lateral commands to fly a path along a designated route between the current 
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waypoint and the next, choosing the optimal flight path over the lowest terrain. Only the horizontal flight path is 

modified. 

Instrument Landing System (TLS) - generates lateral commands to achieve the heading commanded by the pilot. 

Vertical Guidance 

The Vertical Guidance subsystem consists of a Vertical Steering algorithm which implements Terrain Following 

Command Altitude, and Instrument Landing System. 

Command Altitude - generates vertical commands to maintain an altitude commanded by the pilot. It can be used 

in conjunction with Command Track, Command Nav, or Command Heading modes. 

Terrain Following - generates vertical commands to fly a low-level flight path between the current waypoint and 

the next waypoint, maintaining a specified clearance above the terrain. Only the vertical flight path is modified to 

maintain the specified clearance. Lateral commands either come from the pilot or are automatically generated. 

Automatically generated lateral path commands may be any of the following: Command Track, Command Nav, 

Command Heading, or Terrain Avoidance. 

Instrument Landing System (ILS) - generates vertical commands to achieve the vertical glide slope. 

c Navigation 

The Navigation subsystem will be responsible for computing position (latitude and longitude), aircraft velocity, 

and wind information. This data is used throughout the OFP for steering/guidance calculations, weapons delivery guidance, 

pilot display, and other applications. 

d. Sensor Management 

Sensor Management controls the operations of the aircraft sensors. It controls the on/off logic and the processing 

of the sensor messages. Specific sensors controlled include the Radar Altimeter and the Laser Ranger. 

e. ITARS 

The ITARS Control function will be responsible for sending ITARS mode control messages to the ITARS 

subsystem and for accepting ITARS status messages. ITARS maintains a database of displayed Point Features, controls 

user requests, displays ranges, depictions, and assists active viewing. 

Conclusions 

Developing an object-oriented model for the OFP will enable use of the modules in future systems. It will enhance 

modifiability, reliability, and testability of the system. In the object-oriented approach the problem is modeled at the high 

level of abstraction of the real world, whereas in the traditional approach, the abstraction is basically around the processes 
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or data. The object-oriented approach makes the system easy to understand, modify, and reuse. The efforts should pay off 

in the long run. 

In the current implementation of the OFP, most of the data declarations are done in the interface packages with 

generic packages. These packages contain detailed record descriptions of major components of the system such as the 

aircraft and navigation. They are instantiated and manipulated by packages of various subsystems. The record templates 

of the interface packages provide attributes of object classes. These data attributes can be partitioned and encapsulated into 

objects/classes by providing appropriate processes. The next important task is to identify the relationships among 

objects/classes such as inheritance, association, and aggregation. 

Ideally, all the declarations of a package should be confined to the specification part of the package. In the current 

implementation, data elements used in a package are mainly subsets of interface definitions and other packages. This 

makes it difficult to verify the completeness and correctness of the code. It necessitates an understanding of all the packages 

which define records in order to understand a specific package. If a package imports a number of data elements which are 

components of many records it just adds to the complexity. The following guidelines may be kept in mind when 

redesigning the system: 

1. The application package should contain data which are necessary for supporting its procedures, functions, or 

tasks. Exposure to unnecessary data introduces ambiguity in the process logic. 

2. Some of the flags used in packages are intended to synchronize processes of other packages. Defining the role 

of a package in the overall structure will lead to a better understanding of the system and control over the flags. The nature 

of control mechanisms will vary in the object-oriented system Instead of hierarchic control, the objects should interact in a 

client-server relationship or use of inheritance. 

The current design might have been motivated by a number of factors. One of the major factors is data 

communication between various subsystems through the PI Bus which needs a central store of updated information. 

Another factor is one of the strong feature of the Ada language, the generic package. With generic packages, one set of 

code can be reused with different sets of data types. The third factor relates to different formats of data needed by different 

subsystems due to hardware and software constraints. INPUT and OUTPUT SURROGATES packages are of this type. The 

input and output data are formatted in one package instead of distributing the tasks to different packages. 

If we want to visualize packages as independent software "IC"s (Integrated Circuits!) there has to be a compromise 

made with the above issues. In an object-oriented approach emphasis is placed on "completeness" of classes/objects. We 

have provided an Object Model for the OFP which closely resembles the current design. In the current system, packages 

perform specified tasks and are similar to "has a" (aggregation or "consists of) relationship in an object-oriented paradigm. 
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The inheritance relationships among classes needs to be explored in order to take advantage of the reusability and 

modifiability aspects of an object-oriented approach. The new design should take advantage of object-oriented features of 

Ada 9X. 

CASE tools have a significant role in the reengineering process. One of the facilities of CASE tools applicable for 

most of the systems is the Structure Chart facility used in the Structured Design. Structure Charts show hierarchic 

relationships between the system and subsystems. In, out, and inout parameters can be shown in the diagrams. The 

subsystem, process logic and data descriptions should be recorded in the data dictionary. Most of the CASE tools have this 

facility. To document Ada systems, Visibility Diagrams by Booch and Object-oriented Structured Design (OOSD) by 

Wasserman et al. are quite useful. The notations by Nielsen can also be used for this purpose. Some of these notations are 

implemented in the CASE tools described earlier.   All the techniques used in our study are not available in any one CASE 

tool. Selection of a methodology and appropriate CASE tools are of vital importance as they dictate software development 

process. 

Forward Engineering is done using an object-oriented approach. There are a number of Object-oriented analysis 

and design methodologies such as Object-oriented Design by Booch, Responsibility Driven Design by Wirfs-Brock et al., 

Object-oriented Analysis and Design by Rumbaugh et al., and by Coad and Yourdon. Some of the hybrid methodologies 

such as FUSION contain features of multiple object-oriented methods. A methodology which is consistent with the reverse 

engineering approach needs to be used for the new development. We have used the Object Modeling Technique (OMT) by 

Rumbaugh et al. for developing an object-oriented model. Leading CASE tools such as Software Through Pictures™ and 

teamwork™ incorporate this methodology. 

One of the challenging tasks in representing an object-oriented design is to represent flow of control in the system. 

In traditional methodologies this is accomplished by the hierarchic diagrams such as Structure Charts. In the 

object-oriented paradigm the bottom-up approach is used in identifying objects and classes and the hierarchical approach 

(also bottom-up approach) is used in grouping classes into subsystems. Single inheritance is exercised in hierarchic fashion 

and multiple inheritance is similar to a network design. Control flows between classes are peer-to-peer collaborations. A 

set of techniques such as object-interaction diagrams, collaboration graphs, and state diagrams may be used for this purpose. 

The other major issue encountered in the Object Modeling Technique is the correspondence between the Object Model, 

Dynamic Model, and Functional Model. This issue may be addressed by following consistency in naming operations and 

attributes across the three models and cross references. 

A systematic reengineering process will enable us to produce a reusable object-oriented system. Documents related 

to various aspects of the system would be generated during the process (not after-the-fact). The documents generated will 

address logical aspects. The system can be easily adapted to changing hardware and software configurations, and minimize 

future maintenance and modification costs and dependency on a specific vendor or contractor. Some of the subsystems such 
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as the Pilot/Vehicle Interface, Sensor Management, and ITARS are dependent on the type of aircraft, hardware, system 

software, and communication facilities. Others such as Guidance and Navigation are basically algorithmic and are useful in 

any environment. If the laboratory decides to reengineer the existing system the algorithm intensive subsystems may be 

tried first. Adhering to a particular methodology and selection of CASE tools are crucial in the success of such an effort. 

General Comments 

I had an opportunity to read a number of documents related to various systems during the summer research 

program. Based on my experience and observations I would like to offer some general comments: 

1. Most of the documents provide an overview of the system. The logical and implementation aspects of the 

system are intermixed in these documents. They offer a good management overview of the system but do not contain the 

technical details needed As such, they do not offer a lot of help to the personnel who may want to modify the system. 

2. Algorithms are crucial in any avionics systems. Documentation of these algorithms or references to the sources 

would be very beneficial. They may be represented using Structured English or pseudocode. Program How Charts should 

be avoided as they reflect source code. Action Diagrams can be used at the Structured English or pseudocode levels as they 

enforce indentation and highlight control structures. At present no documents are available which describe algorithms. 

3. Adherence to a specific methodology and use of appropriate CASE tools will not only assist the development 

process, but will also help in future efforts. 
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Abstract 

This final report summarizes the research work performed at Wright Laboratory of Eglin Air 

Force Base by the author during the summer of 1994, sponsored by AFOSR Summer Faculty 

Research Program. It studies gain scheduled autopilot design in the pitch axis. To achieve the 

tracking specification with both stability and performance robustness for pitch autopilot design, 

frequency shaping is adopted and ft«, optimization is employed. It is shown that with suitable 

modification of the design objective in [11], the resulting central «M controller has an observer 

form and it can be computed without iteration. This is especially attractive for gain schedule 

implementation. Moreover, the proposed synthesis procedure has a two-step structure. In the first 

step, a state estimator gain is synthesized to achieve the desired sensitivity at the plant output. 

In the second step, a state feedback gain is synthesized to minimize the associated Hoo cost of the 

objective function. This two-step procedure combines both advantages of the LQR/LTR in [16] 

and Woo loopshaping in [10] and is applicable to pitch autopilot design. The performance of a 

typical pitch autopilot synthesized by the proposed design method is then evaluated by computer 
simulations. 
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1     Introduction 

Recently there has been some new developments for control of nonlinear systems using gain schedule 

approach [12, 13, 14, 7]. Various techniques are employed to formalize the gain schedule with the aim 

to establish unified framework in which both stability and performance of nonlinear feedback control 

systems can be studied. Notably, Shamma and Athans [14] convert the control of nonlinear systems 

into that of linear parameter varying (LPV) systems where slow varying parameters or exogenous 

signals are used as "scheduling variables". A similar approach is also used by Rugh [13] in conjunction 

with the local linearization but with different "trim conditions". Packard [12] approaches gain 

schedule from different perspective using structured singular value where uncertain parameters are 

chosen as scheduling variables." A common feature in [12,13,14] and their corresponding applications 

to pitch autopilot design in [15, 11] is that robust control of linear systems such as Hoo and [i synthesis 

are employed to design a set of linear feedback controllers and each ensures stability and performance 

of the feedback system on a range of operating conditions or parameter variations. While the research 

work reported in [12, 13, 14] seeks new framework for gain scheduling, Hyde and Glover [7] adopts 

a more traditional approach focusing on applying Woo based loopshaping to schedule flight control 

systems. Because only a limited number of linear controllers can be stored, uniform structure of the 

controllers and their continuous dependence of the linearized plant models are emphasized in [7] in 

order to linearly interpolate the array of controllers smoothly. It is shown in [7, 10] that "Hoo-based 

loopshaping results in observer-based controller that provides a natural structure of the feedback 

controller for which only two gains (state feedback and state estimator gains) need to be designed, 

stored, and scheduled. 

In this final report, we study a particular problem arising from pitch autopilot design where the 

design objective is quite different from that of the ft^-based loopshaping. This problem concerns 

the tracking performance that often dominates the design objective of the feedback control system 

as configurated in Figure 1. Roughly speaking, the objective is to synthesize feedback compensators 

Ki(s) and ii2(s) sucn tnat tne error signals e\ and e2 are minimized in presence of the command 

input v\ for a given linear plant P(s). This type of design problems is quite common in flight control 

systems [1] including pitch autopilot design [11]. The classical wisdom converts such design problem 

into frequency domain where the tracking performance is transformed into the desired frequency 

shape of the transfer matrices from the command input v\ to the tracking errors ei and e<i- The 

conventional procedure designs first Ki{s) to achieve the inner-loop performance and then K\{s) to 

achieve the outer-loop performance. Although Hoo technique as well as /i-synthesis have been used 

in [1, 11] to treat the design problem represented in Figure 1, the separate design of inner and outer 
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loops remains the same. While the performances of inner and outer loops are coupled, the effect of 

the separate design on the overall performance have not been investigated. Moreover the resulting 

controllers in [1, 11] are not guaranteed to have a uniform structure and thus may not be suitable 

for gain scheduled control of nonlinear systems. 

Our contributions in this final report are as follows. First by appropriate formulation of the 

design problem in Figure 1, it is ahown that the resulting H^ controller has an observer structure. 

Indeed with suitable choice of the weighting function, the resulting H^ controller can be computed 

by solving two standard algebraic Riccati equations without iteration. This is especially attractive 

for gain schedule design. Second the proposed synthesis procedure has a two-step structure. In the 

first step, a state estimator gain is synthesized to achieve the tracking performance at the plant 

output with output injection. In the second step, a state feedback gain is synthesized to minimize 

the Hoo cost of the objective function associated with tracking performance. This two-step procedure 

combines both advantages of the LQR/LTR in [16] and U^ loopshaping in [10]. FinaUy the proposed 

design procedure is applied to pitch autopilot design to show its effectiveness. 

Finally the notation in this report is standard. The symbol R denotes the field of real numbers. 

For matrices, the symbols W(-) and CT(-) denote maximum and minimum singular values respectively. 

A square matrix A is said to be stable, if all its eigenvalues are in the open left half plane. A transfer 

function matrix T(s) = D + C(sl - A)"15 is said to be internally stable, if A is stable, and in this 

case, its H^ norm is defined by 

lirHoo := sup W(T(ju>)), j = V=i. 

The transpose and conjugate transpose of a matrix M are denoted by MT and M* respectively. The 

para-hermitian of the transfer matrix T(s) is defined by T~ = [T(-s)]T. 

Figure 1: Two-loop feedback systems 
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2     Observer-based "Hoa Controller 

Consider feedback system configurated in Figure 1 where the plant model is given by 

P{s) = C(a/-A)_15 
C2 

{si - A)'1 B (1) 

where (A,B) is stabilizable and (C,A) is detectable. It is assumed that C\ € RPlXn, C2 € RP2X", 

and B G KnXm. We thus have that v1,y1,e1e RPl,v2,y2 £ RP2, and e2 € Rm. The design objective 

is to synthesize feedback compensators Ki(s) and A'2(s) such that the error signals ex and e2 are 

small in presence of the command input v\ within the operational frequency range. In order for yx 

to track v\ at the outer loop, it is necessary that p1 < m and in many practical situations, px - m. 

On the other hand, the actuating signal generated by Kx(s) often represents a command input to y2 

that is different from yx. This gives the rise of the inner loop design. The necessity for the two-loop 

design is also manifested by the possible two different time scales in plant models Px(s) and P2(s). A 

conventional approach designs first K2(s) such that e2 is small and then Kx(s) such that ex is small 

in presence of the command input vx- To analyze this particular synthesis problem, the measurement 

noise v2 is introduced. We consider the case where p = px +P2 > ™ that is of engineering significance. 

Denote 

K(s) = [ K&)   K2(s) 

Then the sensitivity function at the plant output (that measures the tracking ability of the system 

to both v\ and v2) is given by 

S0(s) = (Ip - PK)-1 =IP + P{I - KP^K. (2) 

It follows that for p > m, amax(S0) > 1 at any frequency s = ju. Hence simple V.^ design based on 

frequency shaping of the sensitivity S0(s) does not work for the case p > m. 

Denote eT - [ e[    ej ] and vT = [ v(   v% ]. The transfer matrix from v to e is given by 

Tev{s) = K{I- PK)~\  k = 
IP1      0 

Kx   K2 

It should be clear that the frequency shape of the command signal can be obtained from the tracking 

specification. In particular, it can be assumed that v is driven by the white noise T? through filter or 

weighting function W(s): 

v = Wr],  W 
W2 

Vi = WxV,   v2 = W2T) (3) 
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where W^s) is square. Because our design objective is to synthesize K(s) such that the error signals 

are minimized in presence of the command signal vu W2{ju) should be small (or zero ideally) 

in comparison with Wi(jw) over all frequency. Therefore we are led to study the foUowing %<* 

optimization problem: 

PI: Find a stabilizing controUer K(s) such that 7 = \\K (Ip - PK)~l W]^ is minimized. 

For gain schedule purpose, it is preferred that the resulting H^ controUer be observer. It is 

also preferred that the corresponding H^ controUer be synthesized without iteration. These two 

objectives can be indeed achieved. 

Remark 2.1 Denote Te7? = K (Ip - PK)~l W and Partition Tev conformally with that of W(s). 

Then we have 

T    — 
T2 

,   T1 = IP1    0 (Ip - PR)'1 W.  T2 = K(IP - PK)~lW. 

Although the problem PI does not take plant uncertainty into consideration, it should be clear that 

because \\Ter)\\^ < 7 implies that \\K(IP - PIQ^WW^ < 7, the closed-loop system is robustly stable 

for all possible additive perturbations of the form 

PA(S) = P(S) + W(S)A(S),   ||A||00<7-1 

provided that PA(s) and P(s) have the same number of unstable poles [5j. 

(4) 

Several issues are involved with the H^ design problem PI. We wiU discuss each of them next. 

A. Synthesis of the Weighting Function 

Using the framework in [4], the transfer matrix Tev(s) in PI can be written into the foUowing 

Unear fractional form: 

Ten = ft(G,K),  G = 0 -'P2 

. w p 

(5) 

See the block diagram in Figure 2(a). Because the weighting function W(s) in (3) is taU in general, 

the Woo optimization problem Pi is not covered in regular U^ control and thus the state space 

solution in [4, 6] is not readily appUcable to problem Pi. Moreover if W(s) has a different "A" 

matrix from that of P(s), then the McMiUan degree of the generalized plant G(s), thus that of the 

Woo controUer K(s), wiU increase. This is also true for the case W2 = 0 even if W(s) has the same 
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"A" matrix as P(s). Finally the tracking performance requires that a_{Wi{ju)) be much larger than 

one in the low (operational) frequency bandwidth, and that W(Wi(ju)) be close to one in the high 

frequency bandwidth, while keeping W(W2(ju)) small relative to the value of a{W-j.(ju)). The above 

considerations impose severe restrictions on the weighting functions. 

In order to obtain an observer-based Tioo controller we adopt a similar approach to the loopshap- 

ing in [9, 10] in the synthesis of weighting function W(s). We assume that the plant model P(s) in 

(1) is obtained from original plant P0(s) through appropriate shaping: 

P(s) = *i(a)P0(5)*2(s) 

where $i and $2 are square transfer matrices. The corresponding feedback controller K0(s) for P0(s) 

is then given by K0(s) - $2{s)K(s)$i(s). See [10, 7] for more details. It should be clear that the 

design specification on the steady-state response can be met by choosing $i and 3>2 appropriately. 

In particular, in order for yi(t), the output of the plant Pi(s), to track step signal of the command 

input vi(t) with zero steady-state error, $i can be chosen such that P\(s) has an integrator in its 

each output channel. Furthermore P(s) can be made diagonally dominant with suitable choice of $i 

and $2 which implies that in our problem PI, the square plant Px(s) is almost diagonal and P2(s) 

is significantly smaller than Pi(s) in terms of the frequency shape. A simple way to achieve this 

is to choose $x = diag ($ii,$i2) such that the resulting C2 is significantly smaller than C\. The 

purpose of §x and $2 is to shape the plant P(s) such that the weighting function W(s) represents 

the tracking specification. In fact by internal model principle, $1 and $2 should be chosen such that 

the shaped plant Pi(s) resembles Wi(s). This results in two simple methods for the synthesis of the 

weighting functions. 

The first method chooses W(s) such that 

W1W?=I + PiP? (6) 

and W2(s) is significantly smaller than Wi(s) in terms of the frequency shape. The next result 

describes the procedure of synthesizing such a weighting function W(s). 

Proposition 2.2 Let (A,B,C) be the realization of shaped plant model P(s) such that (A,B) is 

stabilizable and (Ci,A) is detectable. Let Y be the stabilizing solution of the following algebraic 

Riccati equation (ARE): 

AY + YAT - YCfCiY + BBT = 0. (7) 

Then with 
r L 

W(s) 
0 

Cx 

C2 

(sJ-Ay'Ht,  H! = -YCi, 
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relation (6) holds and Wi(s) dominates W2(s) approximately. 

Proof: By the stabilizability and detectability of (A, B, Ci), there exists a normalized left coprime 

factorization Px = D'1 Nt such that DXD? + i^N? = IP1. In light of [8], a state space realization 

is given by 

[ Ä   NX ] = [ Ip   Q]+C(SI-A-LC)-
1
[H1   B 

where Hx = -YC? and Y is the stabilizing solution of (7).   By taking W1 = D'1, it is easy to 

verify that (6) holds. Because Cx dominates C2, Pi(s) dominates P2(s), and Wi(s) resembles i\(s) 

in terms of frequency shape, it follows that W^s) dominates W2(s) approximately. I 

In Proposition 2.2. the detectability of (Ci,A) is required which may not hold while the de- 

tectability of (C,A) is a standard assumption. Hence an alternative is sought next. Our second 

method to the synthesis of W(s) aims to satisfy 

WiW? * / + P1P-,   W2Wr « P2Pr (8) 

and thus W1(s) resembles the frequency shape of P^s) and W2(s) resembles that of P2(s). We have 

a similar procedure to synthesize such a weighting function W(s). 

Proposition 2.3 Let the shaped plant model P(s) be as in (1) where (A,B,C) is stabilizable and 

detectable. Let Y be the stabilizing solution of the following ARE: 

AY + YAT - YCTCY + BBT = 0,  CTC = CjCx + CT
2C2. (9) 

Then with 

W(s) = 
I 

0 

Cx 

C2 

(sI-A)-LHu  H1 = -YCf, 

the approximate relation in (8) holds. 

Proof: Since (A, B. C) is stablizable and detectable, there exists a left normalized coprime fac- 

torization P{s) = D-KV such that D and N are stable and NN~ + DD~ = Ip. In light of [8], we 

have that 

where H = 

thus holds 

Hi   H2 

D   N 

= -YCT = -1 

IP   0 + C(sL-A-LC)~1 
H   B 

C\    C2 J    and Y is the stabilizing solution of (9). There 

I+PP~ = (p~D) -1 = WW~ (io) 
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which implies that 

W 
Wn    W12 

W21    W22 

D~l = 
2pi 

0 LV2 C2 

{si-A) -1 
Hi    Ho 

Since Cx dominates C2, Hx = -YC? dominates H2 = —YC$-  It follows that Wxx(s) dominates 

Wik(s) for i,k = 1,2 and ik ^ 1. Hence with Wx = Wn and W2 = W21, relation (10) yields 

/ + pxP£ = W{W? + Wi2W£ » V^iWf,   PxP? = WxW? + W12W£ » WiW2~. ■ 

It is noted that the two methods for the synthesis of W(s) are quite similar and in fact result in 

similar Hx provided that C2 is significantly smaller than C\. Moreover the corresponding synthesis 

procedure involves solving a standard Kalman-Bucy filtering ARE that is a routine in many software 

packages such as MATLAB. We would like to comment that in shaping plant P(s), it is more 

appropriate to employ dynamic $1 to achieve the dominance of Px(s) over P2(s) rather than purely 

scaling C\ and C2. For example, by using integrator in $n, P\(s) can be made dominant at low 

frequency range. Because H = —YCf where Y > 0, it follows that Wi(s) ~ Ipi + CxYCf /s 

dominates ^2(5) w C2YC\js at high frequency range. Thus the objective in shaping the plant 

can be achieved without changing P2(s) significantly. Recall that the output of the plant P2(s) is 

employed to improve the tracking performance of the feedback system in Figure 1. 

B. Observer Form of the Central Ti^ Controller 

With the weighting function W(s) synthesized from Proposition 2.2 and 2.3, we will show that 

the central Tioo controller for problem PI has an observer form. It involves solving one ARE of Hco 

type that can in turn be converted into a Lyapunov type equation or an LQR type ARE. Using the 

same notation as in [4], a state space realization of the generalized plant G(s) in Figure 2(a) is given 

by 

G(s) 

J-Pl 0 ' Cx ' 

0 ip2 + 
0 

Cx IP1 
0 

0 0 . c*. 

(sln - A)-1 
-H, B (11) 

An observer-based stabilizing controller has the form 

Kob(s) = -F(sln -A-LC- BF)^L (12) 

where A + LC and A + BF are both stable. The constant matrices F and L are called state feedback 

and state estimator gain respectively. The following result converts the Hex, problem PI into an 

equivalent Tico state feedback problem. 
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Theorem 2.4 Let Tev be as in (5) where W(s) is synthesized from either Proposition 2.2 or 2.3. 

Assume that (A, B) is stabilizable and (C, A) is detectable. Then there exists a stabilizing controller 

K(s) such that HT^H^ < 7, if and only if there exists a stabilizing state feedback gain F such that 

||2>||co < 7 where 

TF = 
'PI 

0 

Ci 

F 
(sln-A-BF)'1^. (13) 

Proof: For the feedback system in (5), there exists an observer-based stabilizing controller (12). 

Indeed it is easy to see that with 

L=     Ij    £j H\   H2 (14) 

and H-i = -YC? where Y is the stabilizing solution of (7) or (9), there exists an H2 such that 

A + LC is stable. Now all stabilizing controllers can be parameterized by K(s) = ^>(J,Q) where 

J(s) = 
' 0 Im   ' + 

F 

-C ./p 0 
(sln -A-BF- LC)'1 [ -L B (15) 

and Q e H^ [3]. With the parameterization of all stabilizing controllers, the block diagram in 

Figure 2(a) has the form of Figure 2(b). After suitable state space coordinate transformation and 

eliminating the uncontrollable subsystem corresponding to A + LC, Figure 2(b) is equivalent to 

Figure 3(a) where 

M = 
M2i    M22 

JP1 0 *Ci " 

= 
0 *P2 + 

F 

0 ■'Pi 0 

0 0 0 

(sln -A- BF)'1 [ -Hx I B ] 

Then simple calculation shows that Terl = ^(C?,^(J,Q)) - Ft{M,Q) = TF + M12QM21 due to 

M11 = TF,  M12 = 
0 

+ 
"Ci ' 

P2 F 
(sln -A- BF)'1 B,   M; 21 

X
PI 

0 
,   M22 = 0. 

It follows that Terj = TF + M12Q = F((M,Q) where 

M = 

Jpl 0 "Cj " 

0 -*P2 + F 

. ■*?! 0 0 

(a/„ - A - BF) -1 
-J?i 5 , Q = Q 

I 

0 
(16) 
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By using suitable variable substitution, Figure 3(a) is then equivalent to the full information problem 

[4] in Figure 3(b) where 

MFi 

■*P1 0 "Ci" 

0 ■*P2 + 
0 

In 0 0 

_   -Zpj 0 0 

(Sin ~ A)- -H, B 

The corresponding result from [4] can then be used to conclude that there exists a stabilizing con- 

troller such that HTejjHoo < 7 if and only if there exists a stabilizing state feedback gain F such that 

Halloo < 7. ■ 

Corollary 2.5 The central controller for problem Pi has an observer form as in (12) where the 

state estimator gain L can be computed from L — —YCT andY is the stabilizing solution of filtering 

ARE (7) or (9), and the state feedback gain F can be computed from minimization of ||TF||OO. 

Proof: By Theorem 2.4 we need only to show that A + LC is stable where L = -YCT. If Y is 

the stabilizing solution of (9), then the stability of A + LC follows trivially. On the other hand, if 

Y is the stabilizing solution of (7), then the hypothesis of Proposition 2.2 implies that A + L\C\ is 

stable with L\ — -YCf. Adding and subtracting YC^C-iY in (7) yields 

(A + LC)Y + Y{A + LCf + LLT + L2I% + BBT = 0. 

Hence a simple application of Lyapunov stability theorem concludes that A + LC is indeed a stable 

matrix. 1 

G 
1 ► 

■4— K 

G 
—*> 

<— 

■*— 

—*■ 

J 

Q 

(a) (b) 

Figure 2: Linear fractional feedback systems 
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Q 

MFI 
 ► 

[Q  F] M  

(a) (b) 

Figure 3: Equivalence to full information problem 

C. Computation of the Hex, Controller 

Although it has been shown that the central H^ controller has an observer form, it remains 

unclear for the optimal value 

7* := inf {p^Hoo : K stabilizing} = inf {Hi»!«, : F stabilizing} (17) 

as well as the computation of the central Hoo controller. It turns out that for the case L = -YCT 

with Y stabilizing solution of (7), the optimal value of 7* can be computed without iteration and 

for each 7 > 7*, the suboptimal state feedback gain F such that ||7>||oo < 7 can be computed from 

a standard Lyapunov equation. 

Theorem 2.6 Suppose (Ci,A) is detectable and Lx = #1 = -YC"[ where Y is the stabilizing 

solution of (7). Let X be the solution of 

(A + iid)TX + X(A + XxCi) + CxCl = 0. 

Then X > 0 and 7* = l/s/l- p(YX). 

(18) 

Proof: By the state space formulae in [6], there exists a stabilizing F such that ||7>||<x, < 7 for 

any 7 > -)' if and only if there exists a stabilizng solution X^ > 0 for the H^ ARE: 

(A + aYCjCx)
TX^ + Xoo [A + aYClC,) - X^ (BB

T
 - aYCfC^Y) X00 + (l + a^C? = 0 

where a = (7
2 - l)"1. The above ARE can be written as 

Xn #o 
In 

xa 
)    -"00 — 

A + aYClCx     -BBT + aYCfCiY 

-(l + aJCfd     -(A + aYCTdf 
(19) 
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Denote similarity transform matrix 

In    -(l + a)Y 

0      (1 + a)In 

Then simple matrix manipulation gives 

,   S'1 

Hn = S    HooS 
A - YCfCi 

-C?d 

In Y 

0    (l + a)-1^ 

0 

-(A - YCffCx? 
(20) 

where (7) is used to obtain the zero block in the (1,2) position of H0. Hence with X the solution of 

(18), we have that 

'  In 
X H0 

X 
= 0. 

It follows that 

[ ßX(In - ßYX)-1    -In } H0 

In 

ßX(In - ßYX)-1 

and thus A'«, = ßX(In - ßYX)'1 where ß = 1 + a = 72
(T

2
 - l)"1. By the fact that A + LXCX is 

stable, X > 0. Moreover as s ->• oo, a(TF(s)) = 1. The optimal value 7* > 1 that implies ß > 0. 

Hence Aoo > 0 if and only if p(YX) < ß'1 = 1 - 7-2 that in turn implies that the optimal value 7* 

can be computed from 7* = 1/Vl - p{YX) for which IM ceases to exist. I 

Remark 2.7 The suboptimal state feedback gain F for any 7 > 7* can be computed from F = 

-BTXQO = -B
TßX(In - ßYX)'1 where ß = -y2(-y2 - 1)_1 and X, Y are computed from (18) and 

(7) respectively. It is interesting to see that 

P(YX)=      D1   N, 

where || • \\H is the Hankel norm and D\, N\ are same as in the proof of Proposition 2.2. In 

comparison with the results in [9, 10], we conclude that the Hoc solution for problem PI is similar to 

the Hoo-based loopshaping in [9, 10] although our problem PI is quite different from that of [9, 10]. 

A consequence is that the Tioo solution for PI has a loopshaping interpretation and the resulting Hoo 

design for PI admits those stability and performance robustness highlighted in [9, 10]. 

For the case that (Ci, A) is not detectable, the state estimator gain needs to be computed from 

L = -YCT where Y is the stabilizing solution of (9). In this case the optimal value of 7* has to be 

computed iteratively. However comparing to the general case in [4, 6] where three conditions govern 

the optimal value 7* that involves solving two "H^ type AREs and computing one spectral radius 
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in each iteration, we have a much simpler computation in searching the optimal value 7* that is 

governed by only one condition involves solving only one H^ type ARE (19) in each iteration. 

Before concluding this section, we note that in computation of W(s) and the solution that 

||2>||oo < 7, L2 = H2 = -YC2 is never used. It implies that any L2 will give an observer-based 

controller K(s) that solves PI provided that A + LC = A + LXCX + L2C2 is stable. Therefore we 

may use this free parameter L2 to further improve the performance of the system. In particular, 

robustness at the plant input can be improved by synthesizing an appropriate output injection gain 

L2. For instance, we may use L2 to achieve a better sensitivity of the closed-loop system at the plant 

input that is different from the sensitivity at the plant output in (2). With the observer controller, 

the sensitivity at the plant input is given by 

Si(s) = (Jm - K^Pis))-1 = (lm + F(sl -A- BF)-lB) (lm - F(sl -A- LXCX - L2C2)~
X
B) . 

Because SF(s) = Im + F(sl -A- BF)~lB represents the sensitivity at the plant input with state 

feedback and is fixed after the synthesis of the H^ controller, one may consider Tioo minimization 

of the relative error ||^re/||oo where 

Erel = I-Sp1Si = F(sI-~Ä-L2C2)-
lB,   A = A + L1C1. (21) 

This is a special singular H^ problem and is related to the loop transfer recovery. In light of [2], the 

optimal solution L2 which stabilizes A + LC and minimizes ||£Ve/||oo can also be computed without 

iteration. 

D. Proposed Algorithm for Synthesis of Observer-based Controller 

We summarize our proposed synthesis procedure as in the following algorithm. 

• Step 1: Given original plant P0(s) and tracking performance requirements, synthesize $x(s) 

and $2(5) to obtain shaped plant P(s) = $i(s)P0(s)$2(s) such that -Pi(s) has 

desired frequency shape as required by tracking performance that dominates the frequency 

shape of P2(s). 

Step 2: If (d,A) is detectable, compute Lx = -YCf where Y > 0 is solved from ARE (7), 

and compute F = -BTßX(In - ßYX)~\ ß = 7
2(7

2 - l)"1, where X > 0 is solved from (18) 

and 7 > 7" = 1/y/l-p{YX). 

Otherwise, compute Lx = -YCf where Y > 0 is solved from ARE (9), and compute F = 

-BTX00 where X^ is computed iteratively from ARE (19). 

24-14 



• Step 3: Compute L2 through Hoo minimization of ||-Ere/||oo as in (21) and set L = ^ L\    L2 J • 

• Step 4: Set the feedback controller as K0(s) = -$2F(sI -A-LC- BF^L^s). 

3    An Application to Pitch Autopilot Design 

This section studies pitch autopilot design using the Hoo synthesis procedure in conjunction with 

gain scheduling. The pitch-axis model involves angle of attack and pitch rates as described by [11]: 

a(t)   =   fKaM(t)Cn[a(t),6(t),M(t)]cos(a(t)/f) + q(t), 

q(t)   =   fKqM
2(t)Cm[a(t),8(t),M(t)} 

where the aerodynamic coefficients are given by 

Cn[a(t), S(t), M(t)}   =   a (ana
2 + bn\a\ + cn(2 - M/3)) + dj, 

Cm[a{t),6(t),M(t)}   =   a(ama2 + bm\a\ + cm{-7 + 8M/3))+dm6. 

The controlled output is normal acceleration r)(t) = KzM
2(t)Cn[a{t),6(t),M(t)]. By standard 

notation, a(t) is the angle of attack in degrees, q(t) is the pitch rate in degrees per second, and M(t) 

is the Mach number. The variable rjc{t) and 77(f) are commanded and actual normal acceleration 

in g's respectively. The actuator dynamics is the tail deflection 6(t) driven by commanded tail 

deflection 8c(t) both in degrees described by 6(t) + 2Cua6(t) + ul6(t) = u2Jc(t). The following table 

summarizes the details of the pitch-axis missile model [11]: 

Ka =    0JPoS/(mvs) Kg       =       0.7POSd/Iy 

Kz =    0.7PoS/(32.2m) f =  180°/TT 

Po =    973.3 lbs/ft2 static pressure at 20000 ft 

S =    0.44 ft2 surface area 

m =    13.98 slugs mass 

vs =    1036.4 ft/s speed of sound at 20000 ft 

d =    0.75 ft diameter 

ly =    182.5 slug • ft2 pitch moment of inertia 

c =    0.707 actuator damping ratio 

Wa =     150 rad/s actuator undamped natural frequency 

On =    0.000103 deg-3 am = 0.000215 deg-3 

bn =    -0.00945 deg-2 bm = -0.0195 deg-2 

Cn 
=    -0.1696 deg"1 cm = 0.051 deg"1 

dn =    -0.034 deg"1 dm - -0.206 deg-1 
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The performance goals for the closed-loop system are described as follows (see [11]): 

• Maintain robust stability in presence of ±25% parameter uncertainty in the aerodynamic 

coefficients Cm[a,6,M] and over the operating range specified by -20° < a(t) < 20° and 

1.5 < M(t) < 3. 

• Track step commands in r)c(t) with time constant no greater than 0.35 s, maximum overshot 

no greater than 10%, and with zero steady-state error. 

• Maintain at least 40 dB attenuation for the open-loop transfer function at the input to the 

actuator that ensures that the autopilot avoids exciting unmodeled structural dynamics. 

• Maximum tail deflection rate for 1 g step command in r]c(t) should not exceed 25 deg/s. 

It is noted that the above specifications are more stringent than those studied in [11]. 

The nonlinear plant to be controlled includes actuator dynamics. The input to the plant is the 

commanded tail deflection 6C and the measured outputs are rj(t) and q(t). Our first step is to obtain 

a linearized model at constant a0 and M° that is routine. See [11]. The zero steady-state tracking 

error implies that an integrator needs to be employed in shaping the plant P1# We are thus led to 

the following shaped plant 

P(s) = diag(^,™2)P0(5) = 
P2(s) C2 

{aI-A)-xB 

where P0{s) is the linearized plant and wx and w2 are the two constants used to synthesize the 

weighting functions. Since r)(t) is also the controUed output, this corresponds to the two-loop feedback 

system in Figure 1 where Px is the shaped plant with output r}(t) and P2 the shaped plant with output 

q(t). We note that the plant P(s) has McMillan degree 5 by taking actuator and integrator into 

account. Its realization has a controller form. In what follows next, we consider linear controller 

design at M = 2.25 and a = 10° to illustrate our proposed synthesis procedure. 

Because (d,A) is observable, ARE (7) is employed to compute the weighting function. After 

a few trials, we found that with (wltw2) = (20,0.0008) the frequency shape of W^s) dominates 

that of W2(s) as shown in Figure 4 Using Theorem 2.6, the corresponding optimal value is found to 

be 7* = 3.2894. An application of Step 2 of the algorithm yields the required state feedback and 

estimator gains 

F =     [ -1.803 x 101    -4.001 x 103    -4.447 x 105     -4.319 x 106 -4.222 x 107 ] , 

Ii =    [ -7.2 x 10~3     4.508 x 10-4    1.7947 x 10~5    -3.1304 x 10~6    -4.4344 x 10~7 ] . 
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To obtain L2, we set 7 = 8 and e = 7.2 X 10~6 to compute the stabilizing solution of the following 

ARE: 

AY + YA1 -Y[ CiG 
e    T   \ BB1 

]F
TF)Y + = 0,   A = A + L1C1, (22) 

and set L2 = -YC% = [ -8.007 x 103    -1.965 x 101    -1.127 x 10"1    5.4 x 10~3   2.944 x 10~4 

The above is resulted by converting singular Hcv control into a regular one and by noting that 

li-Ere/lloo < 7 ä (F(sl -A- L2C2)-1 [ B   yfiL2 ]) < 7 Vs e jR 

B     „ 
ä(^F{sI-A-L2C2)-

1 

^ 
<7 Vs£ j'R 

for some e > 0 where Erei is same as in (21) that yields ARE (22). In the process of tuning 7 and e, 

we found that large 7 tends to give smaller overshot although the design of L2 is not very sensitive 

to the 7 value. On the other hand, L2 is quite sensitive to the value of e because of the use of small 

value. The loop gain when broken at the actuator input is plotted in Figure 5 with solid line and 

the corresponding sensitivity is plotted with dashed line. The roll-off of the loop gain at u> = 300 is 

59 dB that satisfies the design specification. Moreover its corresponding (normalized) step response 

for linearized model is plotted in Figure 6 with solid line that again satisfies the design requirement. 

The dashed line shows the control signal at the input to the actuator. 

Using the proposed algorithm illustrated above, we computed four linear controllers at (a, M) = 

(0,1.5), (0,3), (20,1.5), (20,3). The design results are tabulated as follows. 

(a,M) = (0,1.5): 

F = -1.073 x 102 -2.347 x 104 -2.565 x 106 -1.593 x 107 -8.487 x 106 

L1w1 = -3.29 x IO-3 -6.083 x IO-4 -1.127 x IO-4 -2.087 x IO-5 -3.732 x 10~6 

L2w2 — -1.708 x 10_1 3.485 x 10-3 4.906 x IO-5 3.878 x lO-7 7.426 x IO-9 

{a,M) = (0,3): 

F = -1.934 x 101 -4.245 x 103 -4.659 x 105 -3.322 x 106 -1.516 x 107 

Lxwi = -9.617 x 10-2 7.065 x 10~3 -6.951 x lO-5 -2.5 x IO-4 -4.756 x IO-5 

L2w2 = -1.502 x 10-3 -8.817 x 10~6 4.753 x 10-6 8.201 x lO-7 6.933 x 10"8 

(a,M) = (20,1.5): 

F = -3.048 x 101 -6.934 x 103 -7.902 x 105 -1.159 x 107 -1.276 x 108 

Liwi = -5.316 x 10-1 2.2954 x 10-2 5.252 x IO-4 -1.248 x IO-4 -1.180 x IO-5 

L2w2 = -3.170 x IQ-2 1.963 x IQ"4 1.567 x IQ"5 4.583 x IO-7 1.398 x 10-8 
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(a,M) = 

F = 

L2w2 = 

(20,3): 

-2.502 x 101 -5.663 x 103 -6.433 x 105 -9.03 x 106 -1.259 x 108 

-2.512 x 10-1     1.4 x 10~2 3.354 x 10"4 -4.312 x 10~5 -3.934 x 10~6 

-1.52 x 10~2       7.184 x 10~5 7.161 x 10~6 1.908 x 10~7 4.281 x 10~9 

The above four controllers do meet performance requirements for the four linearized models 

respectively. Moreover robust stability is guaranteed in presence of 25% perturbation in the aero- 

dynamic coefficients. The designed linear controllers are then scheduled with the same scheme as in 

[7] that involves interpolation of state feedback and estimator gains. The gain scheduled controller 

is implemented as in Figure 7 where the nonlinear plant M includes the actuator dynamics. How- 

ever the scheduled control performance does not meet the performance requirement in terms of step 

response even though each of the four controllers yields excellent performance for each of the four 

linearized plants respectively. As demonstrated in [7], the linear controllers are continuous functions 

of scheduling variables as well as the uncertain parameters in the aerodynamic coefficients because 

state feedback and estimator gains are obtained from solutions of two AREs that are continuous 

functions of the plant parameters. Unsatisfactory performance implies that four linear controllers 

are not sufficient to guarantee the smoothness of the scheduled controllers as linearized models have 

quite different dynamics at different trim conditions. This problem will be studied further in the 

future. 

Figure 5: Gain plots of W\ and W2 Figure 6: Loop gain and sensitivity 
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THERMAL MODELING OF HETEROJUNCTION BIPOLAR TRANSISTORS 

V.S.Rao Gudimetla 
Assistant Professor 

Department of Electrical Engineering and Applied Physics 
Oregon Graduate Institute 

Abstract 

Using Gummel-Poon model and a nonlinear simulator, effects of power dissipation on the performance of 

heterojunction bipolar transistors were studied. Emphasis is given to thermal effects on the output power at ldb gain 

compression point, output power at several higher order harmonics, intermodulation intercept and large signal S- 

parameters. Variation of these nonlinear phenomena with thermal impedance, frequency and thermal coefficients of 

the elements in the equivalent circuit was also studied in detail with an intention to optimize the linear power output. 

25-2 



THERMAL MODELING OF HETEROJUNCTION BIPOLAR TRANSISTORS 

V.S.Rao Gudimetla 

Introduction 

One of the important features of GaAs-based Heterojunction Bipolar Transistors (HBTs) is that they can provide 

large amounts of power with a high degree of linearity due to their high power density and large base-collector 

junction voltage breakdown1"3. However due to poor thermal conductivity of GaAs, at high power densities thermal 

effects via self-heating are very pronounced and the device model must take into consideration thermal effects and 

also be amenable for computer-aided design applications. Because some of the existing SPICE bipolar transistor 

models do not include important effects such as time constants associated with the transit charge in the base and 

base-collector space charge regions, current gain dependence on the collector current, and the effects of device self- 

heating4'5, there is a need to develop an accurate large signal HBT device model, that includes thermal effects, for 

computer-aided design. A conventional way to achieve this is to modify the existing Gummel-Poon (GP) models 

for bipolar transistors and add a thermal subcircuit with proper time constants to the equivalent circuit. The thermal 

subcircuit takes into consideration the total dissipation and depending on the thermal resistance, the temperature of 

the device due to self-heating is predicted. Then several equivalent circuit parameters (ECPs) in the GP model are 

updated and circuit performance at the new temperature is calculated. Though other models have been proposed in 

the literature, their development has been along the above lines except that they may have emphasized to one or 

more phenomena. For example, Grossman and Choma propose5 a very elaborate model for TRW HBTs. Whitefiled 

6,7 et al. reported a large signal model in the Ebers-Moll topology that can be used in commercial nonlinear 

simulators for further study. Its important features are simulation of the base collector characteristics by two reverse- 

biased diodes (these correspond to intrinsic and extrinsic junctions), bias dependent transit time and effects of 

surface recombination. They are able to obtain excellent match between their experimental and simulation results. 

Validity of all such models should be verified by comparing the simulated results with experimental data not only 

for linear performance (such as DC I-V data and small signal s-parameters) but also for the nonlinear performance 

such as 1 db gain compression output, harmonic power output, power added efficiency and intermodulation 

intercept. Otherwise, models may not be useful in the computer-aided design of microwave circuits. Thus far, no 

comprehensive simulations for nonlinear performance were reported in the literature. An effort has been made in 

this report to address this problem. In this report, first results for an existing GP model for HBT was compared with 

DC data to check the validity of the model and then thermal and nonlinear performance of the model were studied 

extensively. It is shown that the predicted results have correct theoretical behavior and the relevant magnitudes 

compare well with those reported in the literature. Efforts have also been made to compare GP model for another 

device, reported in the literature. In general, the results are satisfactory though some limitations exist. These are 

detailed later. 
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Gummel-Poon Model 

A GP model8'9 for HBTs, which is similar to that of a bipolar transistor but with different underlying equations, is 

shown in Figure 1. Using measured DC I-V data and small signal S-parameters at different temperatures as input, 

the GP equivalent circuit for the HBT at various temperatures was extracted using a program, called SPECIAL8. 

Using the extracted ECP values at various temperatures, the program evaluates the corresponding thermal 

coefficients. The GP model along with thermal coefficients is then used in the microwave harmonica9 program to 

study the nonlinear performance of the device such as intermodulation, power added efficiency and power output at 

ldb, 2db and 3db gain compressions at various temperatures and frequencies. Model extraction using experimental 

data is a very difficult procedure for HBTs and substantial literature exists on this topic10"14. 

In the following, equations used in SPECIAL program for thermal modeling of HBTs are described and some 

comments are added with regard to the validity of these equations1,8. Although these are the suggested equations, 

one can use any SPICE model along with temperature coefficients for use in microwave harmonica. For the 

common emitter (CE) configuration, the base and collector currents are given by 

r  vk 

Jc = I,f yl+rr 

"be 

nrkT 
e       -1 -I 

'be 

nkT 
e -1 

and 

I   -hi 
b      ß, 

f    Vbc r vb. r vbc 
nfkT n.kT I, nkT 

e         - 1 + Ise e 1 +i e 1 + I» 
i- -! J J 

r  Vbc.     ' 
nckT 

e -1 

where the ideality factors nj, current gains ßy, and the saturation currents Isj are assumed to be temperature 

dependent. Isf is the forward transport current and Isr is the reverse saturation current. Ise and Isc are the base-emitter 

and base-collector reverse leakage saturation currents respectively. Note different saturation currents are used in the 

model. Thermal dependence of these parameters is described by 

ij(T)  =nx(T0)[l+Anj(T-T0); 

with j = f, c, r, or e and T0 = 273 K. 

ßy(T) = ßy(T0)[l+Anj(T-T0)] 

with y= r, or f and T0 = 273 K. Finally, 
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ls} = Asj 
I3    k iRT   TV 

RTJ 

with RT = 300 K. 

In the last equation, the exponent 3 may not be valid for all saturation currents and it is more useful to have it as an 

input parameter. Because the base is doped typically several order of magnitude higher than the base of an ordinary 

bipolar device, the conductivity modulation effects are ignored. It was suggested5 that the ideality factor nf should 

be independent of temperature but the saturation current Isf modeled as 

ln(Isf) = ln(Isfoo)-Ts/T 

where the parameter Ts is related to the activation energy 

3>s = -T 
q   * 

It is the ideality factor ne which models optical recombination term in the base-emitter space charge region that is 

strongly temperature dependent, given by the equation: 

ne(T)  =ne(T0)[l+aeAT + ßeAT2] 

For TRW HBTs, ne increases linearly with temperature and it is found to be so also for HBTs tested at WL/ELMT. 

For Ti HBTs, the temperature coefficients of all four ideality factors are roughly of the same magnitude and their 

relative importance should be judged by their contributions to the nonlinear phenomena. The temperature reference 

point is assumed to be the room temperature. With Vb and Vc as the applied base-emitter and collector-emitter 

voltages, the intrinsic voltages across the base-emitter junction Vbe and base-collector junction Vbc are given by 

Vbe = Vb-(Ib + Ic)Re-IbRb 

Vbc = Vb-Vc + IcRc-IbRb 

where Re is the base-emitter junction resistance, Rb is the base spread resistance and Rc is a combination of 

resistances from different layers of collector. The temperature dependence on power dissipation is given by 

l 

T = Tr 

(-k+l)8(TQ)P      1-k+i 

where & is called thermal impedance and P is the power dissipation in the circuit and given by 

P = IcVc + IbVb 

The depletion or junction capacitances10,14 are given by 
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Cbe ~ Cbe, pad + 
'beO 

1-: 
be 

be, bar/ 

1/2 

Cbc ~ Cbc,pad + 
'bcO 

1-: 
be 

V, 

1/2 

be, bar/ 

Vbe>V0 

Cbc - Cbc,pad + 
'bcO 

be, bar/ 

1/2 Vbe<V0 

For both Cbc and C^, when Vbx is larger than fVbx bar (f=0.01), the formula 

C(V)  = 
d-f) 

1.5 
l-1.5f + 0.5V 

V bar. 

The seven parameters, X = C^^ C^, V^^, Cbc>pad, Cbc0, Vbc>bar> and Cce vary as 

X(T)  =X(T0)[l+Bx(T-T0)] 

In general, thermal effects on the capacitances are minimal (as their absolute magnitudes are in the order of femto- 

farads) and can be ignored for performance study in GHz frequency range. The base-emitter diffusion capacitance 

is given by 

C      = 
^bet 

b       c 

where re = njkT/ Ie,  xc is the collector transit time and xb is the base transit time. For small signal models,    -cb is 

given by 

w: 

v-t, TlDn • 'bx 

where Wb is the neutral base width, r\ is 2.4 or 2 and Dn is the diffusion constant for electrons in the p-base. The 

term rbx models the base-widening at high injection levels and is applied only when Ic* < Ic. A method to determine 

L using experimental data is given by Anholt8. 
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DC Analysis and Validation: 

For the Ti HBT tested, the SPECIAL program gave the following values for GP model. 

GP Model tiHbt BIP (NHBT VCMX=3 IBMN=0.1ma IBMX=0.9ma NPLT=5 NF= 1.5035 ANF=-0.000692 

ISF=1.8951E-19 VSF=0.934 NE=1.8732 ANE=-0.000693 ISE=8.2955E-18 VSE=0.7545 NC=2.0214 ANC=- 

0.000590 ISC=1.073E-13 VSC=0.5580 NR=1.9190 ANR=-0.000764 ISR=3.2635E-16 VSR=0.6868 BF=175.51 

ABF=-0.002745 RE1=2.613 ARE1=0.000325 RB=9.8926 RC2=4 ARC2=-0.00467 TNOM=300 CBE=48.2625FF 

CJE=66.937FF ACJE=0.001257 VJE=1.753 AVJE=-0.001565 CBC=29.549FF CJC=39.970FF ACJC=0.000896 

VJC=1.1965 AVJC=-0.001213 CCE=61.723FF TF0=3.5288PS ATF0=0.002742 TF1=12.239PS ATF1=0.000348 

ITF=18.526MA AITF=-0.001695 MJE=0.5 MJC=0.5 FCC=0.01) 

ANF, ANCABF etc. represent the linear temperature coefficients. Harmonica can accept up to quadratic variation 

with respect to temperature. The thermal effects are modeled by thermal resistance. No thermal capacitance is 

included to account for thermal time delay effects. The data required to build the GP model of HBT contains the 

DC I-V data and S-parameter data at several temperature. Though DC I-V data is available at different 

temperatures, no s-parameter data is available at different temperatures. Hence the model, originally extracted is 

accepted. A method, described by Dawson15 et al„ is used to determine the thermal resistance as 600 *C/W. This 

technique uses DC I-V data at various temperatures. Fig.2 shows the simulated DC characteristics, which show 

correctly the expected drooping feature. For higher thermal impedance, the droop in the characteristics increases. 

An Ebers-Moll model for HBT is described by Whitefield7 et al. and they also give the equivalent circuit parameter 

values for their model. This model is simulated using microwave harmonica and the simulation results appear to 

agree with their experimental data. More work is being planned to get the raw data and check the validity of the 

simulator. It is not surprising that the a good match exists between the simulation results and the DC I-V data 

because the GP or other models are built using DC I-V data and with extensive optimization. Thus true test lies in 

the comparison of simulated AC results such as large signal S-parameters, ldb gain compression power output and 

intermodulation intercept with experimental data 

Large Signal S-parameters: 

Microwave Harmonica is used to generate the large signal s-parameter data over the frequency range l-18Ghz. Fig. 

3 and 4 show S„ and S22. It is found that for high input powers, especially near 1 db gain compression, it is 

important to include the thermal impedance. When the thermal impedance is included, harmonica simulations show 

that for large input powers, I Sn I and 1 S22 I remain constant with respect to frequency though their phases change a 

lot. Without thermal impedance in the circuit, their magnitudes change with frequency significantly at low 
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frequencies. This phenomena was also observed in the numerical simulations by Liou • et al. and in load-pull 

experiments on similar devices. Since capacitances in the HBT equivalent circuit are in the order of femtofarads, it 

is assumed that their impedances are very high in the GHz frequency range. However at large signals, capacitance 

variations are determined by the signal magnitude and frequency. It is found that only at very high frequencies (in 

this case. > 10 Ghz), the normal 6 db/octave roll-off of I S2i I was observed. For frequencies < 10 GHz, the I S2i I is 

not constant but rolls-off at a rate less than 6 db/octave. For the simulated device, I S2i I2 has a magnitude of 19.59 

db at 2 GHz, 15.51 db at 4 GHz, 9.9 db at 8 GHz and 3.5 db at 16 GHz. Similar results were found in the numerical 

calculations of Liou17 et al. for both intrinsic and extrinsic HBTs. The large signal S-parameters from Microwave 

Harmonica can be used for deriving stability factors, stability circles, maximum stable gain and approximate 

matching networks. Table. 1. shows stability factors and circles for the simulated device. It is found that in general 

HBTs are more stable at high frequencies. The instability at low frequencies is due to the large low frequency gain 

of HBT, which even with very little feedback via base-collector resistors can make the device potentially unstable. 

Variation of Gain and Fundamental Power Output with Input Power: 

Initially the device is simulated at 6 GHz for power output ( Pout) and power gain with 50 ohm terminations. No 

efforts to optimize the power output or intermodulation by varying source and load impedances was done because 

often for such optimum cases, an extremely accurate model of the device is needed. For simulation, six harmonics 

have been allowed as it is assumed that the harmonic output power will be very low compared with the fundamental 

power beyond the sixth harmonic. In addition when the input power is very low, use of harmonics beyond the sixth 

led to poor convergence by Harmonica. One should set the number of harmonics, required for the harmonic balance 

calculations by examining the power output at several harmonics at each input power level. A discussion on the 

harmonic power outputs is included in the next section. The device is biased at Vce = 2.7 volts and Ic = 20 mA. Also 

IB = 0.4 mA. Near 1 db gain compression, the ac base current is in the order of 10 mA and the device is still in class 

A operation as the collector current has an ac amplitude of 20 mA superimposed on a 20 mA direct current. The 

ratio of ac collector and base currents is same of order as I S2l I at 6 GHz. Current and voltage waveforms can be 

monitored both at the base and collector as functions of time and near ldb gain compression, distortion in the 

waveforms is noticed. Fig. 5 shows variation of Pout and transducer gain with Pin at 6 GHz at a thermal resistance of 

600 °C/watt. It shows an output power of 8.846 dbm at 1 db gain compression. This agrees with the result given in a 

previous technical report18. This result is obtained only when the thermal impedance is close to 600 K/watt. For 

other thermal impedances, Pldbm changes significantly. In addition, Fig. 6. gives Pout at 2 db and 3 db gain 

compressions for various values of thermal resistance. There is substantial interest in the Pout at 2 db and 3 db gain 

compressions because they provide higher outpower and will be useful operating points if the intermodulation 

output does not increase significantly from the value at ldb compression. For a thermal impedance of 600 °C/watt, 
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at 6 GHz when the gain compression is increased from 1 db to 3 db, the power output increased by 0.8 dbm where 

as the intermodulation power output increased by 1.6 dbm. The results remain approximately the same at high 

frequencies. Note these results are at 50 ohm load and source impedances and further optimization is possible. The 

results in this section show that if with proper thermal design, thermal resistance is reduced, then Pout at various 

gain compression points can be substantially improved. 

Harmonic Power Outputs 

Fig. 7. and 8 show the output powers at the fundamental (6 GHz) and harmonics till sixth order. Harmonica has 

difficulty in converging when the gain is compressed beyond 5 db for the device under consideration. Hence it is 

assumed that the results till 3db gain compression are reliable. Within this limitation, as input power is increased, 

the fundamental power increases linearly initially and then eventually saturates or increases very little. On the other 

hand, second and third order harmonic power outputs increase more rapidly. Near ldb gain compression, the 

second harmonic power output is smaller than the third harmonic output in the frequency range 3-18 GHz. In any 

case, the highest harmonic output is about 20db less than the fundamental power output. In general, the results 

from Harmonica appear to follow the results reported elsewhere for HBTs 

Variation of Harmonic Power Output and Gain with Frequency 

Fig. 9. shows the variation of gain and power output with respect to frequency at low input power level. Since the 

device gain in this case is nothing but I S2i I 2, as remarked earlier, the roll-off depends on the frequency. Thus the 

gain rolls-off initially slowly and then reaches 6 db/octave at very high frequencies. Till 1 db gain compression, 

power output follows the gain curve. As remarked earlier, these features agree with numerical simulations, reported 

elsewhere and experimental data. Fig. 10. shows the Pldbm (Power output at ldb gain compression ) with and 

without thermal impedance in the circuit. When the thermal impedance is assumed as zero, the device Pidbm 

remains the same (note since gain falls off with increasing frequency, the corresponding power input to achieve 1 

db gain compression increases with frequency). But when the thermal resistance is not zero, the Pldbm decreases 

slowly initially and then falls off rapidly. This behavior is attributed to changes in the ideality factors of the diodes 

(as used in the model) and short circuit current gain ß. It can be shown that for higher thermal resistances (poor 

thermal designs), Pldbm will decrease further and also at higher frequencies for a given thermal impedance. 

Intermodulation 

To check the validity of Harmonica with regard to its ability to predict the intermodulation products, the device is 

simulated with two input frequencies at 6 GHz and 6.05 GHz. An examination of the simulation results show that 

the intermodulation output power increases with input power three times faster than the carrier power output (all 

powers are in dbm) as shown in Fig. 11. At a thermal resistance of 600 °C/watt, the third-order intermodulation 
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intercept (IP3) for this device is 22.83 dbm. Though the device was never experimentally tested for intermodulation 

results, this value is comparable to the IP3 values reported in the literature20-21. IP3 falls off for higher thermal 

impedances (poor thermal designs) as expected. No significant change for C/I (ratio of carrier power to 

intermodulation power) is observed at Pltjbm as thermal impedance is increased but at lower powers, it decreased 

for higher thermal impedances (Fig. 12). When no thermal effects are considered, it can be shown that the 

intermodulation current generated by the exponential base-emitter current is in part cancelled by the 

intermodulation current due to nonlinear capacitance of the junction. Thus the effect of thermal impedance is 

minimal for low thermal impedance values. For high thermal impedance values, thermal effects on the junction 

resistance are much more significant than those on the capacitances. Hence they may not cancel each other, there by 

leading to an increase in the intermodulation power output. For two values of Rthermal = 0 and 600 °C/watt, 

variation of IP3 with frequency has been studied and the results are shown in Fig. 13. It is noticed that when thermal 

resistance is incorporated in the simulation, IP3 increases with frequency, then remains constant for some frequency 

range and then falls off. For low thermal impedances, the frequency variation has similar results but the range over 

which IP3 remains constant is larger. A careful analysis of intermodulation currents, generated by various elements 

in the equivalent circuit and their thermal variations, is needed to get an insight into these features and to envision 

methods to optimize the linear power output without increasing the intermodulation power output. Microwave 

harmonica uses harmonic balance technique and it is possible to check its validity by developing analytical 

expressions via nonlinear volterra series with thermal impedance incorporated in it. To the best of my knowledge, 

no thermal effects on IP3 of HBTs appeared in the literature. 

Effects of Source and Load Impedances: 

Variation of source and load impedances (generally we vary load impedance and match the source port) affect IP3 

significantly. Time limitations did not permit to develop load-pull contours. It will be useful to do such a study as 

prelude for the planned load-pull experiments. Load contour plots of constant Pldbm superimposed on the contours 

of C over I   on the Smith chart will be very useful for power amplifier design. 

Effects of Thermal Coefficients on Power Compression and Intermodulation 

In order to understand the effects of temperature coefficients of various elements in the equivalent circuit, first the 

temperature coefficients of base-emitter junction capacitance and base-collector junction capacitance have been 

changed from zero to ten times the experimentally modeled value. No significant deviations (beyond 1.0 dbm) have 

been noticed either in Pldbm or IP3 for a given Rthermai. This simulation has been carried out for four values of 

Rthermal = °> 300> 60° and 100° at f=6 GHz and the conclusions remain the same. This is not a surprising result 

since magnitudes of the capacitances in the equivalent circuits are very small and small deviations due to thermal 

effects would not have mattered. Similar thermal simulations are   carried out for base-emitter junction resistance 
25-17 



22.00- 

20.00+ 

18.00- 

16.00+ 

-   14.00- 

12.00- 

10.00- 

/      \ 

/ 

IP3 for R th=0 
IP3 for R th =600 

-Sk 

i—\—I—\—I—I—l—l—I 
10        12        14 

Frequency in GHz 
16        18       20 

Fig. 13 Variation of IP3 with Frequency and Thermal Resistance Effects 

25-18 



Rbe the base-collector resistance R^ and no significant deviations in Pldbm are noticed. However as one expects, 

the effect of temperature coefficients of the short circuit current gain ßf is very pronounced. Both IP3 and Pldbm 

fell off rapidly with increasing frequency and thermal impedance. Similar studies for temperature variations of 

ideality factors is under progress. 

Conclusions 

In this report, we studied and checked the validity of the proposed thermal GP model for HBTs using a nonlinear 

simulator. Good agreement was obtained with DC I-V data. It is shown that it is possible to generate large signal s- 

parameters for use in power amplifier design. Only when thermal impedance is included in the simulation, the large 

signal I S21 I2 shows 6 db/octave roll-off at high frequencies and I Snl remains constant in magnitude with high 

frequencies. These results agree with those from numerical simulations and experimental measurements. The 1 db 

gain compression output matches with experimental data and for its correct prediction, thermal resistance must be 

included in the simulation. The intermodulation intercept values are large and comparable to those reported in the 

literature. Extensive simulations have been done to study the effects of frequency variation, changes in the thermal 

expansion coefficients and thermal impedance on Pldbm, IP3 and harmonic power outputs. From these results, it 

appears that the capacitance thermal expansion coefficients do not affect linear power output and intermodulation 

intercept. However thermal coefficients of the ideality factors, modeling the base-emitter and base-collector 

junctions affect both Pldbm and IP3 and further research on this topic is needed for optimizing the device linear 

power output. A need to extend this study to evaluate the role of each element in the determination of Pidbm and IP3 

and a further critical examination of effects of thermal coefficients will lead to optimization of device design for the 

best linear power output. A need also exists to crosscheck the validity of Harmonica results for powers well below 

Pldbm by developing nonlinear volterra series. In some instances, Harmonica faced converge problems and these 

cases require further attention. 

References: 

1. F. Ali, "HBTs and HEMTs", Artech House, Dedham Mass. 1994 

2. M. E. Kim, B. Bayraktaroglu and A. Gupta, "HBT devices and circuit applications," Chapter 5 in Ref. 1 above. 

3. B. Bayraktaroglu, J. Barrette, L. Kehias, C. I. Hunag, R. Fitch, R. Neidhard and R. Scherer, "Very high power 

density operation of GaAs/AlGaAs microwave HBTs," submitted to IEEE Elect. Dev. Lett. 

4. G. Massobrio in "Semiconductor Modeling with SPICE" ed. by P. Antognetti and G. Massobrio, McGraw Hill, 

New York, 1988 

5. P. C. Grossman and J. Choma, "Large-signal modeling of HBTs including self heating and transit time effects," 

IEEE Tran. Micro. The. Tech., Vol. 40, p. 449-464, 1992 

6. D. S. Whitefiled, C. J. Wei and J. C. M. Hwang, "Temperature-dependent large signal model of heterojunction 

25-19 



bipolar transistors," Technical Digest IEEE GaAs IC Symposium, p. 221-224, October 1992. 

7. D. S. Whitefiled, C. J. Wei and J. C. M. Hwang, "Elevated    temperature microwave characteristics of 

heterojunction bipolar transistors," Technical Digest IEEE GaAs IC Symposium, p. 267-270, October 1993. 

8. R. Anholt, SPECIAL and Background reports, 1993 

9. Microwave Harmonica, User Manual, Compact Software Inc., Patterson, New Jersey, 1993 

10. M. B. Das, "HBT device physics and models," chapter 4 in Ref. 1 above . 

11. D. R. Pehlke and D. Pavlidis, "Evaluation of the factors determining HBT high-frequency performance by direct 

analysis of S-parameter data," IEEE Trans. Micro. Theo. Tech., Vol. 40., p. 2367-2373, 1992 

12. S. A. Maas and D. Tait, "Parameter extraction method for HBTs," IEEE Microwave and Guided Wave Lett., 

vol. 2., p. 502-504, 1992 

13. R. Anholt, "Investigation of GaAs MESFET equivalent circuits using   transient current -continuity equation 

solutions," Solid State Electronics, vol. 34, 1991 

14. D. Costa, W. U. Liu and J. S. Harris, Jr., "Direct extraction of the AlGaAs/GaAs heterojunction bipolar 

transistor small signal equivalent circuit," IEEE Trans. Elect. Dev., Vol. 38, p.2018-2023, 1991 

15. D. E. Dawson, A. K. Gupta and M. L. Sahib, "CW measurement of HBT thermal resistance," IEEE Trans. 

Elect. Dev., Vol. 39, p. 2235-2240, 1992 

16. L. L. Liou, J. L. Ebel and C. I. Huang, "Thermal effects on the characteristics of AlGaAs/GaAs heterojunction 

bipolar transistors using two-dimensional simulation," IEEE Trans. Elect. Dev., Vol. 40, p. 35-43, 1993 

17. Private Discussion with L. L. Liou (WL/ELMD) 

18. M. Y. Frankel and D. Pavlidis, "An analysis of the large-signal characteristics of AlGaAs/GaAs heterojunction 

bipolar transistors," IEEE Trans. Micro. Theo. Tech., Vol. 40, p. 465-474, 1992 

19. "Accurate Active Device Models for Computer-aided Design of MMICs" Contractor Report, Compact 

Software, Inc., Patterson, New Jersey, 1993 

20. S. A. Maas, B. L. Nelson and D. L. Tait, "Intermodulation in heterojunction bipolar transistors," IEEE Trans. 

Micro. Theo. Tech., Vol. 40., p. 442-448, 1992 

21. A. Samelis and D. Pavlidis, "Mechanisms determining third order intermodulation distortion in AlGaAs/GaAs 

heterojunction bipolar transistors," IEEE Trans. Micro. Theo. Tech., Vol. 40., p. 2374-2380, 1992 

25-20 



FURTHER DEVELOPMENT OF SURFACE-OBSTACLE INSTRUMENT FOR 
SKIN-FRICTION AND FLOW DIRECTION MEASUREMENT 

by 

Raimo J. Häkkinen 
Professor and Director, Fluid Mechanics Laboratory 

Department of Mechanical Engineering 

Washington University 
One Brookings Drive 

Saint Louis, Missouri 63130 

Final Report for: 
Summer Faculty Research Program 

Wright Laboratory 

Sponsored by: 
Air Force Office of Scientific Research 

Boiling Air Force Base, Washington, DC 

and 

Wright Laboratory 

September 1994 

26-1 



Raimo J. Häkkinen 
Professor and Director, Fluid Mechanics Laboratory 

Department of Mechanical Engineering 
Washington University 

Abstract 

The technical background and calibration of surface-obstacle skin friction meters were thoroughly 

reviewed in the 1993 Summer Program Final Report [1], and a summary was presented in [2]. The 

objective of the 1994 Summer Program was to complete the detailed design of the specific instrument 

proposed in [1], to initiate its fabrication, and to define test programs for facilities available at Wright 

Laboratory (WL) and Washington University (WU). These objectives were completed, fabrication of the 

instrument has been approved and is underway at Wright Laboratory, and calibration tests are tentatively 

scheduled in the WL M3 and M6 supersonic wind tunnels during 1995. An exploratory calibration 

project using a simple proof-of-concept prototype instrument was carried out under private funding in the 

Washington University Low-Speed Wind Tunnel, in April, 1994, and a thorough incompressible-flow 

reference calibration of the new WL instrument is planned for 1995. 
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FURTHER DEVELOPMENT OF SURFACE-OBSTACLE INSTRUMENT FOR 
SKIN-FRICTION AND FLOW DIRECTION MEASUREMENT 

Raimo J. Häkkinen 

Introduction 

Accurate determination of skin friction drag is of primary importance in efficient aerodynamic 

design; it may constitute as much as fifty percent of the drag of a cruising aircraft, and knowledge of the 

shear stress distribution is an essential part of understanding the flow field of any complex flight vehicle 

in any speed range. Acquisition of precise experimental data has also become essential for validating the 

emerging computational techniques for the prediction of local skin friction distributions on general, three- 

dimensional vehicle configurations. While a great variety of experimental techniques exists for the 

measurement of local skin friction, there is at present no universally applicable method, and a choice must 

be made according to particular wind tunnel or flight test conditions. Surveys of skin friction 

measurement technology have been presented by [3], [4], and [5]. 

As discussed in detail in [1], limitations of the available techniques are especially severe if 

measurements are desired on general conditions that may include non-planar surfaces, unknown flow 

direction, and significant pressure gradients. The present project, initiated at Wright Laboratory (WL) 

under the 1993 Air Force Office of Scientific Research Summer Research Program, is intended to develop 

and demonstrate an instrument that would overcome some of these limitations and thus become a useful 

addition to the repertoire of practical skin friction measurement techniques. 

The instrument under development is based on the surface-obstacle principle, where the sensed 

physical quantity is the difference between the pressure on the face of a small obstacle placed on the 

surface and the local undisturbed static pressure; this pressure differential is calibrated against the shear 

stress exerted by the boundary layer on the flow in front of the obstacle. The calibration is expressible in 

terms of dimensionless variables that depend on the physical flow parameters at the wall and the size of 

the probe. Examples of devices operating on this principle are the surface blocks, sublayer fences, Stanton 

tubes and Preston tubes, as discussed in the surveys referenced above. 
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The novel features of the proposed surface-obstacle instrument are twofold: (a) adjustable 

operation using the principle of minimum protrusion required to sense the pressure differential with 

satisfactory accuracy and (b) capability of sensing the direction of the flow adjacent to the surface 

through the angular location of the face pressure pattern given by orifices evenly spaced around the 

axisymmetric obstacle. 

The principle of minimum protrusion was adopted (a) to avoid disturbing the flow in the 

boundary layer more than absolutely necessary, especially in measurements related to laminar flow control 

or characterization of turbulent flow structures; (b) to minimize shear-stress measurement errors caused 

by surface static pressure gradients, as will be discussed in the following; (c) to miriimize effects of 

exposure to hostile environments, with the option of withdrawing the probe before and after the 

measurement; and (d) to provide a realistic indication of the limiting flow direction at the surface. 

The 1994 results of the project presented in this final report consist of the description of the 

detailed design of the instrument approved for fabrication at WL, and of the test programs proposed for 

the WL supersonic M3 and M6. In addition, a brief summary is presented of the preliminary test 

conducted in the Washington University (WU) Low-Speed Wind Tunnel under private funding in April, 

1994, as background for the planned incompressible calibration of the WL instrument in the same facility 

in 1995. 

Technical Background 

Relative to the well-established techniques for direct local measurement of other fluid-dynamic 

parameters at the surface, such as pressure and temperature, determination of skin friction presents 

specific difficulties which have retarded the comparable development of the required experimental 

technology. As discussed in the survey articles referenced in the Introduction, effective instruments for 

direct measurement of the surface shear stress do exist and have been used successfully for wind tunnel 

and flight testing up to hypersonic Mach numbers. However, these tests have generally been limited to 

simple configurations, such as flat plates, where no significant streamwise pressure gradients are present. 

The fundamental problems of direct force measurement under general conditions were discussed 

in detail in [1], where it was especially emphasized that for the only direct-measurement technique, the 

floating surface element, the relative magnitude of the Dressure-gradient-induced gap-force is independent 

of the streamwise size of the floating element: hence, because of the dominance of this error under 

general flow conditions, it must be carefully evaluated even in miniaturized designs where the depth of the 

surrounding isolation gap is significantly reduced below the dimensions found in traditional floating- 

element configurations. 
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In view of this background, it appeared that a directionally sensitive surface-obstacle sensor, 

adaptable for use in pressure gradients and on curved surfaces, and designed to introduce minimum 

disturbance to the boundary layer, would be a worthwhile addition to the repertoire of skin friction 

measurement techniques. 

General Calibration of Surface Obstacle 

As demonstrated in [1], all practical calibration relationships can be expressed in terms of 

dimensionless variables containing fluid properties at the wall: density p , dynamic viscosity /i , 

kinematic viscosity v, and static pressure pe ; the surface shear stress T ; the protrusion height of the 

obstacle h ; and the difference Ap between the pressure on the face of the obstacle and pe. The surface 

static pressure pe is normally assumed equal to the local static pressure outside the boundary layer.. 

The general calibration relationships can then be expressed as 

P=f(T,pe) (2) 

where p =Apft2 I p v2 ,pe =pe h
2 I p v1, and f=r h   Ipv   . 

The conversion of available calibration to the form (2) was reviewed and the resulting general 

relationships presented in [1]. It was expected that the surface-obstacle design developed in this project 

would be characterized by a similar calibration pattern; indeed, as discussed later in this report, the 

preliminary results obtained in proof-of-concept prototype tests in the WU Low-Speed Wind Tunnel in a 

laminar and a turbulent boundary layer fully supported this premise. 

For the purpose of selecting the size of a surface obstacle for a given flow situation, the general 

calibration relationships was expressed [1] as 

An     p       1 
r                                  -i ~\ 

T T 

 Pe>Pe =F 'Pe 
[Pe              J [Pe . 

(3) 

where the probe size, h, appears in only one parameter, pe. The dimensionless parameter pe is 

introduced to the calibration relationship (3) by compressibility effects, and disappears from most 

equations in their absence. However, in form (3) pe is always present because of the normalization of x 

and Ap by pe. A plot in these variables was also presented in [1], primarily on the basis of the extensive 

data on Preston-tubes, and it is anticipated that upon completion of the calibration tests a similar guide 

chart can be prepared for selecting the proper protrusion of the proposed adjustable instrument. 
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As shown in [1] for Preston-tube calibrations, compressibility effects were in most cases included 

by introducing the concept of probe Mach number M„, which is defined by the isentropic face pressure 

differential to static pressure ratio 

Pe 

P 

Pe 
M. 

y 
7-4 

(4) 

or, at supersonic values of Mp, by the normal shock loss combined with isentropic expansion 

Pe    Pe 

-1  \4 2 
2   MP 

7-1 

V-i 
y +1 

27 
•y-1      P 

-1 (5) 

Mj- -1 Y-1 

Definition of a "probe dynamic pressure" 

■*?.*.' (6) 

allowed the expression of the compressible calibration laws by replacement of p by q , and a common 

calibration chart could then be prepared covering both compressible and incompressible regimes (Fig. 1 of 
[1]). As Mp->0, qp^ p, and in most cases the parameter pe disappeared from the equation. 

Very few data were available to determine the presence of compressibility effects in the Stanton- 

range. Such effects have been observed [5] but not consistently in other experiments. As a working 
hypothesis, the use of the probe dynamic pressure, qp, in place of p appeared reasonable in this regime 

for compressible boundary layers.  It was also anticipated that differences in calibration would probably 

occur between laminar and turbulent boundary layers. 

Characterization of Surface Obstacle Calibration 

Using the data collected and analyzed in [1] as the working hypothesis, the following expressions 

were proposed for general characterization of surface-obstacle calibration: 
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12,600 < f < 100,000: 

200 < f < 12,600: 

gr 35.55 r~U3 <7a> 

10 <   T   <200: 

f <10: 

log10 f =2.7741 -1.11061og10 ?p +0.3234fogi0 fp J  -0.0177|jQg10 ^ J      (7b) 

?   = 1.117 f 5/3 <7c> 

p «1.2f (7d) 

The calibration correlations in the two upper ranges have been established for turbulent boundary layers; 

in the two lower ranges of f, tioth laminar and turbulent boundary layers may be found, and care must be 

exercised in using calibration relations not established for the particular experimental conditions. 

As discussed in (1), the integration of the Preston tube calibration laws with the lower range was 

based on certain assumptions and extensions of the available data base .In the specific case of round tubes, 

the 5/3-power relationship has not been directly demonstrated over most of its expected range. For 

Stanton tubes and sublayer fences, the 5/3-power law rests on firmer pound; however, in neither case is 

the question of compressibility effects entirely clear. 

There exists a vast array of calibration data for various types of surface devices where specific 

power laws have been identified, the 4/3-power relationship being a common choice. Generally, such 

experiments can be placed in the transitional regime between the 5/3-power and the 1.13-power regions, 

and thus these relationships are likely to represent tangent lines on the logarithmic plot of the general 

calibration laws within the range of a particular experiment. This particular question was part of the 

motivation for an exploratory series of low-speed measurements with a simplified proof-of-concept 

prototype instrument under private funding at Washington University in April, 1994. 

Summary of Low-Speed Exploratory Measurements at Washington University. 

The proof-of-concept prototype instrument designed and fabricated at Washington University was 

mounted on the existing flat plate installed in the 2 ft-by-2 ft Low-Speed Wind Tunnel in the Fluid 

Mechanics Laboratory. The 0.5 in-thick Plexiglas plate had a semi-elliptic leading edge with a 

continuous-curvature spline faired into the flat portion, to provide maximum extent of available laminar 

boundary layer flow. 
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The existing boundary-layer pitot probe positioning mechanism was used for adjusting the 

protrusion of the probe and reading it by means of the calibrated Linear Variable Differential Transformer 

system connected to the laboratory computer. The probe was a 10 mm-diameter flat-ended plug fitted 

tightly into a sleeve, which was installed flush with the plate surface. A 0.5 mm square groove extended 

approximately 5 mm down the side from the end face; the pressure differential between a pressure orifice 

located in the groove and the flat plate static pressure orifice at the same streamwise location on the plate 

was measured on a calibrated Validyne 3-in(water) full-range transducer with electronic readout. The 

configuration of the prototype instrument was similar to the final instrument shown in Figures 1 and 2, 

with the exception of only one groove being machined into the moving probe plug. 

While an absolute measurement of the reference skin friction was not available, its value was 

estimated from pitot probe velocity-profile survey data matched by the laboratory computer to the 

theoretical Blasius solution in the laminar case or to the Clauser-chart version of the logarithmic law- 

region in the turbulent case. The main objective of the experiment was, however, to establish calibration 

curves at fixed values of shear stress for one laminar boundary layer condition, and for one turbulent 

boundary layer condition. This objective was achieved for running Reynolds numbers of approximately 

750,000 and 1,750,000, respectively, and the functional dependence of the results was completely 

consistent with the general calibration relationships postulated in [1] and [2]. As expected, the absolute 

values of the constants in these relationships could not be determined without more accurate knowledge of 

the actual surface shear stress, but this verification of the functional relationships in incompressible flow 

is providing essential support to the overall prediction of the expected performance of the planned final 

instrument. The sensitivity of the instrument to flow direction was also explored in a qualitative sense. 

The measured calibration curves, while following similar functional laws, showed a considerable 

difference between laminar and turbulent cases for the same value of the dimensionless shear stress, as 

had been already found by several other investigators [7], [8]. Various explanations have been offered, 

including experimental evidence in [ 8] on the rectification effect due to non-linear directionally-dependent 

flow phenomena in pressure tubing, as already mentioned in a more general context in [9]. Some effort 

was spent during the 1994 Summer Program to collect and analyze available data on the turbulent flow 

environment around the probe in an attempt to isolate a specific physical mechanism responsible for the 

observed difference, especially in view of the fact, derivable from close-to-surface turbulence 

measurements [10], that the surface shear stress in turbulent flow, while locally laminar, in reality 

fluctuates over a very wide range, possibly producing even momentary excursions to the negative range. 

However, continuation of this study toward definite conclusions must await resumption of the low-speed 

experiments under carefully controlled conditions. 
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Design of instrument for Wright Laboratory: 

The specifications determined in [1] for the instrument to be used in the M3 and M6 tunnels 

included the following requirements: (a) mounting into the existing wall and fiat-plate model locations; 

(b) adjustable-protrusion (maximum 5 mm), circular (10 mm diameter) obstacle to provide adequate face- 

pressure-differential and directional sensitivity with minimum disturbance to the boundary layer, (c) 

precision fit of the obstacle cylinder to prevent air leakage but provide for accurate, smooth extension and 

retraction of the device by direct manual or remote control; (d) evenly spaced pressure orifices (twelve) of 

minimum practical size located along edge of obstacle opening to provide both maximum face pressure for 

determination of shear stress and circumferential pattern for determination of flow direction; (e) provision 

for measurement of static pressure and surface temperature for direct calculation of dimensionless 

calibration parameters; (f) use of commercially available pressure transducers, and (g) an accurate 

internal or external means for measurement of the protrusion height of the obstacle. A sketch of the 

proposed instrument was presented in [1]. 

During the 1994 Summer Program, a detailed design satisfying these requirements was prepared 

and documented in a series of computerized (AUTOCAD-12) drawings. Representative sketches of these 

drawings are included as Figures 1 and 2. 

For accurate positioning of the movable sensor element, a remotely controlled actuator with 

readout was chosen in view of the access environment to be encountered in the WL M3 and M6 wind 

tunnels. The BM4CC motor-driven micrometer/actuator with 4 mm total motion, manufactured by the 

Newport/Klinger Corporation, was selected as practically the single alternative consistent with the size 

and performance restrictions of the planned experiments. The readout resolution is better than 0.05 um 

with an axial load capacity of 73 N. The actuator is controlled by a Newport/Klinger Motionmaster 2000 

single-axis PC-based control and readout system. These parts have already been acquired by WL and will 

undergo checkout and calibration before installation into the basic instrument to be fabricated at WL. 

The design described above and shown in Figures 1 and 2 is compatible with existing mounting 

provisions for both the M3 and M6 wind tunnels, and is basically interchangeable with the FIME floating 

element skin friction meter. A modification of the existing flow shield will also be required in the M6 

installation to accommodate the protrusion of the actuator unit. 

Calibration test program 

After bench calibration of the instrument control/readout system, functioning of the complete unit 

will be verified for accuracy and repeatability. 
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In wind tunnel testing, the following signals will be recorded: 

- Instrument position 

- Seven to twelve differential pressure signals of varying magnitude 

- Static pressure at surface of instrument mount 

- Surface temperature of instrument mount 

The following schedule is planned for each of the test series in the M3 and M6 wind tunnels: 

- Installation and functional checkout of drive and sensors 

- Three preliminary check runs, each at a fixed instrument deflection, stopping at the following stagnation 

pressures: 100, 200, 300, 400, and 500 psi. The objectives of this test are to determine time constants of 

instrument response, and to verify the orders-of-magnitude of the expected probe pressure signals. 

- At each of the five stagnation pressures listed above, the instrument protrusion will be varied in a 

stepwise fashion. The exact number and magnitude of the steps in each run will depend on the time 

constant of the differential pressure sensing system, and in some cases more than one run may be 

necessary to obtain at least five data points at each stagnation pressure. 

As a preliminary guide for the calibration tests, the predicted pressure differentials vs. probe 

protrusion are summarized in Figures 3 and 4. These plots, which are based on the extended calibration 

relationships presented in (7a) through (7d), are anticipated to be valid as functional trends and 

quantitatively within an order of magnitude. 

The considerable data base existing from direct skin friction measurements in the M3 and M6 wind 

tunnels by means of floating-element gages mounted in the location of the proposed surface-obstacle 

device [10,11] will be used as the basic reference for the planned measurements. 

Future work 

Completion of construction of the instrument and the test series at WL are dependent on support 

for the principal investigator under the Summer Research Extension Program. The forthcoming proposal 

will also include provisions for resuming the calibration tests in the WU Low-Speed Wind Tunnel. 

The ultimate development objective is a remotely adjustable instrument capable of skin friction 

and surface flow direction measurements in general conditions, including curved surfaces and the 

presence of arbitrary pressure gradients. Additionally, the simple design of the instrument combined with 

operation at minimal protrusion and complete retraction after measurement should facilitate 

measurements at elevated surface temperatures, possibly with the aid of an internal cooling system. 
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ADAPTIVE QUADRATIC CLASSIFIERS FOR 
MULTISPECTRAL TARGET DETECTION 

Russell C. Hardie 

Assistant Professor 
Department of Electrical Engineering 
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Abstract 

This paper investigates the use of an adaptive quadratic classifier for multispectral target detection. 
The system is designed to exploit both mean and covariance differences between the target and back- 
ground. The detector proposed here is based on a Gaussian Bayes classifier where the local background 
statistics are estimated adaptively. Thus, these statistics need not be known apriori, and the detector 
will adapt to changing backgrounds. In addition, a forward sequential band selection method using the 
Bhattacharrya distance criteria is investigated here. This metric measures class separability due to mean 
and covariance differences. Also, a linear feature extraction technique is examined for data reduction 
prior to classification. Bomem spectrometer data and Landsat Thematic Mapper (TM) imagery are used 
to obtain preliminary results. 
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ADAPTIVE QUADRATIC CLASSIFIERS FOR 
MULTISPECTRAL TARGET DETECTION 

Russell G. Hardie 

1    Introduction 

Passive multispectral imaging techniques can be very useful for target detection and surveillance. Such 

techniques rely on differential reflectances and emissivities between a target and background over a discrete 

set of wavelengths. Multispectral techniques can be used for large area target searches in a variety of 

backgrounds. These techniques will likely be called upon where single band systems perform poorly or 

where a high level of automation is required. New sensor technology is continuously advancing and high 

spectral resolution imaging systems are being developed. Such data should allow for discrimination and 

detection of a much larger number of target classes than with low spectral resolution data. Thus, algorithm 

development for multispectral target detection and identification must keep pace with advancing sensor 

technology. A good overview of basic multispectral imaging techniques can be found in [9]. 

One effective type of imaging system used in aircraft today for target detection is a forward looking 

infrared (FLIR) system. These systems utilize broad-band long-wave infrared (LWIR) imagery (8/mi-12/mi 

range). Figure 1 shows a classification of the electro-magnetic spectrum for reference. FLIR systems employ 

a scanning or starring sensor array which produces a single frame intensity image. This imagery generally 

provides good target discrimination in both day and night. However, during broad-band thermal crossover, 

when the background and target have similar temperatures, the target may not be easily detectable. In 

addition, single band systems rely heavily on the spatial recognition capabilities of the human user. Thus, 

these systems generally have a low level of automation and require high spatial resolution. In many cases, 

multispectral information can dramatically improve the detectability of certain targets. Increased spectral 

resolution can compensate for lower spatial resolution in some cases. Exploitation of spatial and spectral 

properties of a target should provide the best performance. 

Several basic problems exist in the exploitation of spectral information for target detection. The first is 

spectral band selection. That is, determining which spectral bands provide the best performance for target 

detection. One would also like to know how many bands and what bandwidths are needed for good per- 

formance. The problem appears to be that there may exist a unique set of bands which provide optimal 

discrimination for every possible target/background pair. Therefore, one would like to find a good "com- 

promise" band set which can be used effectively for a large class of targets and backgrounds. Multispectral 

band selection (feature selection) using statistical distance measures has been studied in [12]. Band selec- 

tion specifically for classification of soil organic matter content using a Karhunen-Loeve based method is 

presented in [3]. General feature selection methods are discussed in [2]. 

With the potential of having many spectral bands for target detection, it is important to perform feature 

extraction. This is the process of mapping the high dimensional data onto a lower dimensional space while 

retaining all the relevant information for classification. Band selection itself is a form of multispectral feature 

extraction.  However, band selection and other feature extraction techniques are treated separately in this 
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Figure 1: Electromagnetic spectrum classification. 

paper. Multispectral feature extraction is the primary focus of the work presented in [1, 4, 5, 8]. Furthermore, 

The type of classifier used will drive the band selection and feature extraction process. The selected bands 

and the feature space must contain the most relevant information for a given classifier. 

Other significant challenges exist for multispectral target detection. These include: atmospheric distortion 

and variation; solar illumination differences; spectral changes due to viewing angle; within scene sensor 

calibration; and scene-to-scene calibration. All of these issues must be addressed in order to fully exploit 

multispectral data. Nonwithstanding these problems, automated multispectral target detection promises to 

be highly successful in a number of applications. 

One successful target detection approach uses an adaptive constant-false-alarm-rate (CFAR) multispectral 

detector. The adaptive CFAR detector is proposed and analyized in [10, 11, 13]. This method, based on 

a linear Bayes classifier, shows promising results provided that the target's spectral signature is known 

accurately. The algorithm is designed to detect a target within a single background and is optimal if the two 

classes (target and background) have Gaussian probability density functions (pdfs) and have equal covariance 

matrices. These assumptions make the design problem more tractable, however, they are not accurate in 

many cases. If the covariances of the target and background are different, the adaptive CFAR detector will 

yield suboptimal results. In this case, a quadratic classifier is needed for optimal performance. There is a 

trade off in terms of algorithm complexity and performance. If the two distributions are different, the burden 

of estimating these extra statistics is introduced for a quadratic classifier. However, it has been shown in 

[6, 7] that second order statistics are a powerful discriminant in high dimensional spectral data. 

This paper will investigate the use of an adaptive quadratic classifier for multispectral target detection. 

The system is designed to exploit both mean and covariance differences. The detector proposed here is based 

on a Gaussian Bayes classifier where the local background statistics are estimated adaptively. Thus, these 

statistics need not be known apriori, and the detector will adapt to changing backgrounds. In addition, a 

band selection method using a statistical distance measure which reflects both mean and covariance differ- 

ences is investigated. Finally, a linear feature extraction technique which preserves mean and covariance 

information is explored. Bomem spectrometer data and Landsat Thematic Mapper (TM) imagery are used 
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to provide some preliminary results. 

This paper is organized as follows. In Section 2, some mathematical background on statistical pattern 

recognition is provided. Section 3 addresses the spectral band selection problem using a statistical distance 

measure approach. Linear feature extraction is discussed in Section 4. Adaptive quadratic classifiers for 

multispectral target detection are described in Section 5. In section 6, experimental results are presented. 

Finally, conclusions and discussion of possible future work are given in Section 7. 

2    Background 

Some mathematical background for statistical multispectral classification is provided in this section. An 

excellent treatment of statistical pattern recognition is provided in [2]. Before discussing classifiers, some 

notation must be introduced. Consider the case of a passive multispectral sensor which collects an iV-band 

multispectral image (MSI) denoted x(ni,n2) where 

x(ni, n2) = [si(»i, "2), 32(ni, n2),..., xN(ni, n2)]. (1) 

The indices nx and n2 are spatial indices and will only be used when necessary for clarity. Thus, s» for 

i = 1,2, ...,N is the radiance value for a single pixel from spectral band i (with some predetermined 

wavelength). It will be assumed that the images are co-registered and are properly calibrated. 

2.1    Spectral Classifiers 

The following discussion deals with a two class problem. It will be assumed that there is one target class 

and one background class. Let hypothesis Ht be that the observation vector x (a single multispectral pixel) 

belongs to the background class and let hypothesis Ht be that x belongs to the target class. Each pixel in 

the MSI will be classified in this way creating a two dimensional class map. 

The Bayes classifier which provides the minimum probability of classification error is defined by the 

following likelihood ratio: 

p(x\Hh) Pt 

The function p{x\Hb) and p(x\Ht) are the conditional probability density functions for the observed spectral 

vector x. The variables Pt and Pt are the apriori probabilities for Ht and Ht respectively. Equation (2) 

states that if the likelihood ratio /(x) is greater than ^, than one should declare that x belongs to the target 

class. Otherwise, x belongs to the background class. It is often useful to define the the minus-log-likelihood 

ratio from (2) yielding 

- ln{Z(x)} = -ln{p(x|ff6)} + ln{p(x|fft)}   <   ^. (3) 

Now consider the case where the target and background have Gaussian pdfs. Let the target mean in N 

spectral space be m and the N xN covariance be St. The background mean and covariance will be denoted 

Ht and Sj respectively. In this case, the decision rule in (3) becomes 

fc(x) = i(x - MO'ErH* - W) - £(x " »t)TX7\x ~ /*.)   >   l»g - ^jg}- (4) 
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A Gaussian spectral distribution model will be assumed here. Thus, the quadratic classifier in (4) is the 

basis for the adaptive multispectral detectors denned in Section 5. 

The decision boundary denned by (4) is, in general, a quadratic function in x. In the case where the 

covariance of the target and background are equal, that is Et = E» = E, then the decision boundary reduces 

to a linear function in x. The decision rule for this case becomes 

*M = \i^ - wfE-1*   >   Ing - ^E-V. - MfS-Vt). (5) 

If M6 = 0, then the first term in (5) can be interpreted as a target spectral matched filter. The output of 

this matched filter is thresholded to perform classification. The spectral matched filter approach was used 

in [10, 11, 13]. However, this is suboptimal when the covariance matrices of the target and background are 

not equal. This result follows since the linear classifier does not exploit covariance differences. 

2.2    The Bhattacharyyä Distance 

Computing the exact probability of error for a Bayes classifier may be very difficult in general. However, 

one relatively simple upper bound on the Bayes classification error is the Bhattacharyyä bound given by 

Ptrrcr < VPtPbe~B, (6) 

where the parameter B is the Bhattacharyyä distance (B-distance) given by 

*=gO*t-M)    ( ~2 )     (Mt-M»)+ 2ln 

'y/PW (?) 

The B-distance itself is an excellent measure of class separability for the two class problem. The larger the 

B-distance, the more separable the two classes are and the better the performance one can expect with an 

optimal classifier. Since the basic advantage of multispectral data over single band data is increased class 

separability between a given target and background, it is important to have a good quantitative measure of 

this. The author proposes the adoption of this metric for evaluating the separability of various classes of 

materials and objects in spectral space. 

The B-distance in (7) has two terms which will be separately denoted as: 

Bx    =    ±(*-w)*(*±*)~V-w) (8) 

B2    =    iln   '     2     '   ■ (9) 
2    v/JETT^I W 

The first term, Blt disappears when pt = /xd and the second term, B2, is zero when Et = Ej. Therefore, B1 

reflects class separability due to the spectral mean difference between the target and the background. The 

term B2 provides a measure of class separability due to covariance difference. Thus, the B-distance can be 

used to compare the performance of a linear classifier, which only exploits mean differences, to the optimal 

quadratic classifier, which exploits mean and covariance differences. 

The criteria used for class separability and linear classifier performance in [10, 11, 13], is signal-to-clutter 

ratio (SCR). The SCR measure is effectively the same as Bx when m = 0. Thus, the SCR criteria does not 

take into account class separability based on covariance differences. 
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Figure 2: Atmospheric transmittance curve. 

3    Band Selection Using B-Distance 

A critical problem encountered when attempting to exploit multispectral imagery for target detection is 

wavelength band selection. Some wavelength bands will tend to provide greater class separability than 

others for specific targets and backgrounds. It may be impractical and expensive to field a hyperspectral 

sensor for every target detection mission. Furthermore, even if full hyperspectral data is available, it may be 

impractical to use a large number of bands for classification. Thus, one would like to find a relatively small 

set of bands which offer good discrimination for a large class of targets and backgrounds. 

An empirical method for band selection involves the collection of a large set of finely spaced narrow 

spectral band data for a desired target and background. These data may be obtained from lab measurements, 

field measurements, or accurate spectral modeling. The B-distance (or other class separability measures) 

can be used to identify the most useful bands for class separation. These selected bands can then be used 

in a more large scale operational system. Bandwidth issues can also be investigated by starting with narrow 

bands and linearly combining these to simulate wider bands. In most cases, narrow band features offer the 

best object discrimination because they may be unique to a specific material. Such features get eliminated 

in wider band systems. 

Before applying a statistical band selection technique, it is necessary to perform a preliminary band 

"screening." The object of the screening is to eliminate bands which do not provide consistent information 

about intrinsic properties of the target and background. For example, any bands which are severely altered 

by the atmosphere should be ruled out. Such bands will not tend to supply consistent information about 

the target and background. A plot of the atmospheric transmittance curve is shown in Fig. 2 for reference. 

Any bands in or near atmospheric absorbtion features may be unreliable for target detection. 

Once the "bad" bands are eliminated from consideration, one would like to find an optimal band set for 

target detection. Assuming sufficient training data from the target and background are available, then the 
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Table 1: Forward sequential spectral band selection method using the B-distance. 

• Step 1: Select the band which has the highest individual B-distance of the N candi- 
date bands. 

• Step 2: Pair each of the remaining JV - 1 candidate bands with the one selected in 
step 1. Select the band which yields the highest 2-dimensional. 

• Step 3: Pair the remaining N - 2 bands with the two selected and choose the band 
which yields the highest 3-dimensional B-distance. 

• Step 4: Continue in this fashion until J bands have been selected. 

optimal band set can be selected using the B-distance criteria. Let there be JV candidate bands of which J 

are to be selected. The number of possible J band combinations which could be used for detection is given 

by N\/(N - J)!. An exhaustive search over all band combinations using the B-distance measure would yield 

the optimal J band combination. However, this is impractical for anything but small values of J. A more 

practical, but sub-optimal, method is outlined in Table 1. This is a forward sequential feature selection 

algorithm [2]. The number of B-distances to be computed with this method is given by 

J(N-\J + \)- (10) 

The forward sequential band selection method in Table 1 can be used with any class separability metric. 

The particular metric used will depend on the classifier to be employed. The metric need only capture infor- 

mation about class separability that is exploited by the classification algorithm. For a quadratic classifier, 

the B-distance is a good measure. However, for a linear classifier, the Bx metric is appropriate. 

This forward sequential method does a good job in most cases. However, if the globally optimal band 

set does not contain the first selected feature, the solution may be far from optimal. One new modification, 

which can make the algorithm more robust, is to do an exhaustive search to find the optimal K band set, 

where 1 < K < J. The forward sequential method can then be used to find the remaining J - K bands. 

This compromise approach requires 

N\ 
*-\{J-K) + \ (11) (N-K)l + (J ~ K) 

distance computations. 

To compute the B-distance, the mean and covariance of the target and background are required. In most 

practical cases, these will have to be estimated from empirical training data. In this case the sample mean 

and covariance can be used. If P spectral vectors from each class are available, {xi, x2,..., xP}, the sample 
mean estimate is given by 

-       1^ 
^pL^- (12) 
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The unbiased sample covariance estimate is given by 

£ = ^ £>»-«'(*»-A). <13) 
k — 1 

A "rule of thumb" is to have 0(J2) samples, where J is the number of spectral bands, with which to make 

the mean and covariance estimates [2]. 

4    Feature Extraction 

Given an JV-band multispectral data set, one may wish to reduce the classifier input by performing feature 

extraction. The goal of feature extraction is to take the RN observation space and map it to a lower 

dimensional space RM without losing classifier performance (class separability). This will tend to make the 

classifiers more robust in practice and simplier to implement. Again, spectral band selection is a form of 

feature extraction, but will be treated separately here. However, the "bad" bands should be eliminated prior 

to feature extraction. If a small number of bands selected using the methods described in Section 4 provide 

sufficient class separability, additional feature extraction may not be necessary. In this case the selected 

bands can be used directly as the classifier input. 

The optimal feature space mapping may, in general, be nonlinear. However, for the sake of tractability, 

the mapping is often restricted to be linear. That is, the transformation is of the form 

y = AT
K, (14) 

where A is an M x N matrix (its column vectors should be linearly independent but not necessarily orthog- 

onal). Note that x € RN and y e RM where M < N. Thus, the linear transformation maps RN H-> R
M

 . 

If the B-distance is used as the measure of class separability and the target and background covariances 

are equal (St = Sj), then only the first term of the B-distance, shown in (8), need be considered. Ignoring 

the second term makes the B-distance essentially the same as the SCR criteria used in [11]. It can be shown 

that in this case only a one-dimensional feature space is needed for optimal classification [2]. That is, there 

exists a 1 x N matrix A such that the B-distance for the classes in the transformed space is the same as that 

for the original N space. This optimal linear transformation is given by 

»=(Mt-M)TEr1*- (15) 

Note that this is the same result as that obtained by direct implementation of the discriminant function in 

(5). Unfortunately, however, when St ^ Ej, there is no known way to find an optimal linear transformation 

using the B-distance criteria. Thus, one must use a sub-optimal method for finding A (or let A — I and rely 

on good band selection). One suboptimal method for linear feature extraction presented in [2] is investigated 

here and is described below. This method is most effective when Bi >> #2- 

• Step 1: Compute the Eigen vectors <fo and Eigen values A» of Ej^/ij - Mt)(M4 - Pt)T, where Havg = 

(St + E»)/2 and i = 1,2,..., N. The rank of the matrix is one, so only one Eigen value will be non-zero. 

Define the Eigen vector corresponding to this non-zero Eigen value as ^i. 'Note, </>i is the optimal linear 

discriminant function in (15). All information of class separability due to mean-difference is retained 

in the feature produced by the linear transformation y = <j>{x. 

27-9 



Step 2: The remaining Eigen vectors are orthogonal to #1 and can provide a linear transformation 

which projects x into a space where there is no separability due to mean difference. Let these remaining 

Eigen vectors be written as a matrix 

D = <t>2    03 0N (16) 

The covariances for the target and background in this space are given by St = DTT,tD and E& = 

£>TS6£). Compute the Eigen vectors Vt and Eigen values 7,- of E^E*. Select the Eigen vectors which 

correspond to the M -1 largest (7; +1/7,- +2) terms. These Eigen vectors form a linear transformation 

which provides maximum class separability due to covariance difference in the space orthogonal to the 

space containing all the mean difference information. 

Step 3: The overall linear" transformation matrix A is given by 

0    . 

A = <f>2    ^3 0N 

1  0 
0 

0  Vl   V"2 

0 

V'M-l (17) 

5    Adaptive Quadratic Classifiers 

In this section, an adaptive multispectral classifier for target detection is proposed. Since different levels of 

apriori information may be available, two cases are considered here: 

1. Known target and known background. 

2. Known target and unknown background. 

In the first case, it will be assumed that the mean and covariance of the target and background are known 

apriori. This may be difficult to obtain in a realistic application, but, should offer optimal performance. The 

second case is where the mean and covariance are known for the target but not for the background. Since 

the target may be in a variety of backgrounds, even within one geographic area, background statistics may 

be very difficult to obtain apriori. For this case, an adaptive background estimation technique is proposed. 

The classifiers discussed below can be implemented in the J selected spectral band space or in some 

feature space. For simplicity, the following discussion and results focus on implementing the classifiers in J 

selected spectral band space. 

5.1    Known Target with Known Background 

If the target and background have normal distributions in the spectral dimension and the mean and covariance 

for each are known apriori, then an optimal spectral quadratic classifier is straightforward to construct. 

Again, this technique will yield results superior to those of a linear classifier, provided that the target and 

background have different covariance matrices. A block diagram of an implementation of such a classifier is 
shown in Fig. 3. 
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Figure 3:  Block diagram of a target detection system where a full statistical description of the target and 
background is available apriori. 

The J band multispectral image is the input to the system. A moving spatial window spans a L\ x L% = K 

set of pixels. Specifically, for the system in Fig. 3, Li = L2 = 1. Therefore, the window only spans a single 

spatial pixel x, which is a 1 X J spectral vector. The window moves across the image in a raster scan fashion 

and at each window location two hypotheses are tested: 

Ht :    x  belongs to target class 
Hh :    x  belongs to background class. 

(18) 

Assuming that the target and background have normal distributions in the spectral dimension with known 

second order statistics, the optimal spectral quadratic discriminant function is given by 

fc(x) = i(x - wfsr1** - W) - l(x - Mtfsr1^ - A*)- (19) 

Given training data, the mean and covariance for the target and background can be computed using the 

sample estimates in (12) and (13) respectively. Once the output of the quadratic discriminant function is 

computed, the threshold in (4) could be applied for pure spectral classification. This threshold is given by 

|S»| T=inIHinki (20) 

If apriori information about the spatial shape of the target is known, one can capitalize on this. Let the 

output over the entire image of the quadratic discriminant function be denoted as {d(»i,n2)}. A moving 

window spatial matched filter can be applied to {d(nu n2)}. The matched filter coefficients are defined by 

the projection of the target onto the discriminant space {d(ni, 1*2)}. If one models the discriminant space as 

the target with additive white noise, the matched filter will maximize the spatial target signal-to-noise ratio 

in the discriminant space. 

It is important to realize with this detection scheme that it may be difficult to collect full accurate 

information about every possible background in which one might find a target. Worse yet is that in any 

reasonably sized geographic area, a target may be found in a number of different backgrounds. For this 

reason, it would be useful to be able to estimate the background statistics "on-the-fiy." The following 

subsection defines a quadratic detector which estimates local background statistics adaptively. Thus, these 

statistics need not be known apriori and the detector can adapt to changing backgrounds. 
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Figure 4: Block diagram of an adaptive target detection system where the local background statistics are 
determined "on-the-fly." 

5.2    Known Target with Unknown Background 

In many practical applications of target detection, the target size will be small compared to the background. 

This information can be used in classifier design. Consider a moving observation window which is large with 

respect to the target. That is, the number of target pixels spanned by the window is small compared with 

the number of background pixels. Thus, one can use these observed samples to form an initial estimate of 

the background statistics. If the target occupies a significant portion of the observation window, an iterative 

processes may be needed for form an accurate estimate of the background statistics. Using this basic idea, 

an adaptive target detection system can be implemented which does not require apriori information about 

the background. This system is illustrated in Fig. 4. 

Specifically, in this system the background statistics are estimated using the Lx x L2 = K samples 

spanned by a moving window. An iterative classification process, summarized in Table 2, is used to separate 

background pixels from target pixels. The entire observation window of multispectral pixels can be classified 

using the procedure in Table 2 on the last iteration. The window can then be moved across the image in a 

non-overlapping fashion to classify the entire image. An alternative is to compute the discriminant for the 

center sample and move the window in a overlapping fashion. This would increase the processing required 

by a significant amount, but may provide a superior local background estimate. As before, a spatial matched 

filter can be used with this detector given the availability of apriori spatial information. 

The window size is critical for good performance of the adaptive quadratic detector. The window should 

span 0{ J ) background samples at all locations to provide a sound background mean and covariance estimate. 

As with the previous method, the background pixels in any window are assumed to have been derived from 

a single Gaussian distribution. Any deviation from this in practice will likely degrade detector performance. 

If an observation window spans multiple background classes, the mixed background class may be highly 

non-Gaussian and the pdf may not even be unimodal. Treating multiple unknown background classes is a 

more difficult problem but could possibly be done by extending the method in Table 2. This extension could 

use multiple initial background estimates in step 1 and multiple classifications in step 2. 

27-12 



Table 2: Iterative method for estimation of local background statistics. 

Step 1: Compute the sample mean and covariance estimates using all of multispectral 
pixels in observation window. This is an initial background estimate. If the target is 
small compared with the window size, one can stop here. 

Step 2: Classify all the pixels within the window based on the apriori target mean 
and covariance and the previous estimate of the background statistics. This is done 
with the quadratic classifier defined in (4). 

Step 3: Recompute the background statistics using those multispectral pixels classi- 
fied as background pixels in step 2. 

Step 4: Return to step 2 unless the pixel classification has not changed since the last 
iteration or a predetermined maximum number of iterations is reached. 

6    Experimental Results 

In this section some preliminary results are presented. Bomem spectrometer data and Landsat TM data are 

used. The forward sequential band selection method using B-distance is applied to the Bomem spectrometer 

data. Band selection, feature extraction, and target detection are tested using the landsat TM data. 

6.1    Bomem Spectrometer Data Analysis 

High spectral resolution data obtained using a Bomem Infrared Fourier transform spectrometer (FTS) are 

used to illustrate the band selection method using B-distance. The data collected consist of multiple single- 

point calibrated radiometric measurements over a spectral range of 2.86pm - 14.32pm. The spectrometer 

provides 728 narrow spectral band measurements within this range for each spatial sample. 

Figure 5a shows mean radiance data for a set of samples of a net camouflaged tank and desert scrub 

over the range 3pm - 12pm. The data were acquired at White Sands Missile Range in January, 1994. The 

difference between the two spectral response patterns is plotted in Fig. 5b. Spectral mean differences provide 

a basic first order discriminant. 

The individual band B-distances are plotted for the LWIR bands (8pm- 12pm) in Fig. 6a. In addition to 

the overall B-distance, the Bi and B2 distances are also plotted. Note that for the individual bands, the B2 

term is dominant. Thus, using most individual bands, variance difference is a more significant discriminant 

than mean difference. However, these individual band B-distances are relatively low. 

A scatter plot showing camouflaged tank and desert scrub samples in the two selected band space is 

shown in Fig. 6b. The first selected band is at 11.69pm. This can clearly be seen as the peak in Fig. 6a. 

Note that this band has a small Bi distance (i.e., little mean difference). The second band selected using 

the forward sequential band selection method is the 11.29pm. This band does have a relatively large Si 

distance. The optimal two band pair determined with an exhaustive search has only a slightly increased 

B-distance. The optimal two band pair is 11.73pm and 11.29pm and the B-distance is 1.7481. 
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3/xm - 12/iTO. (right)[b] The tank mean spectrum minus the desert scrub mean spectrum. 
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Figure 6: (lefi)fa] Individual 8pm - Upm band B-distances for the camouflaged tank vs. desert scrub. 
(right)[b] Scatter plot showing the tank and scrub in the two band space determined using the forward se- 
quential band selection method. 

Notice that the two band B-distance is close to seven times as large as that for the best individual band. 

Thus, the use of two bands dramatically increases the class separability of the camouflaged tank and desert 

scrub samples. Also note that approximately 46% of the total B-distance comes from B2, the covariance 

difference. This result supports the notion that exploiting second order statistics may be valuable for target 

discrimination. Because of the limited number of Bomem multispectral samples available for the target and 

background, accurate mean and covariance estimates can not be made using more than two bands (recall 

0(J2) samples are required). 

6.2    Landsat TM Data Analysis 

Landsat TM imagery was used to obtain some preliminary results using the adaptive quadratic detector. 

Band selection and feature extraction are also explored with this data set. Landsat TM imagery has seven 

spectral bands and information about these bands is provided in Table 3.  The image was acquired over a 
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Table 3: Landsat TM band information 

TM Band Wavelength (pm) Bandwidth GSD (meters) 
1 0.47 0.075 30 
2 0.57 0.075 30 
3 0.66 0.06 30 
4 0.82 0.13 30 
5 1.65 0.20 30 
6 11.50 2.1 120 
7 2.20 0.25 30 

WVATMBaneM 

Figure 7: TM band 1 for a region in West Virginia. Note that this band provides the best individual band 
discriminant for road vs. vegetation. 

heavily vegetated area in West Virginia containing a major highway intersection. Band 1 (blue radiance) is 

shown in Fig. 7. 

6.2.1     Band Selection 

The mean radiances for identified vegetation and road samples versus the TM band number are plotted in 

Fig. 8a. The road and vegetation samples were "hand picked" based on subjective interpretation of the 

scene. One standard deviation above and below the mean is also plotted to show the spread in each band. 

Note that TM band 1 shows significant mean difference for the two classes and the standard deviation for 

both classes is relatively small. This fact allows for good class separability in band 1. On the other hand, 

band 7 shows significant mean difference but the standard deviation for each class is large, which hurts class 

separability. In bands 4, 5 and 6, the vegetation has a slightly larger variance than the road. This provides 

a second order discriminant where little mean difference exists. 

Individual TM band B-distances for road versus vegetation are plotted in Fig. 8b. This figure shows 

that TM band 1 is the best single band for discriminating road and vegetation according to the B-distance 

criteria. Note that when a big mean difference exists, Bi is large. In addition, a small variance amplifies B\ 

(e.g., compare band 1 and 7). Also note that J5X « 0 for bands 4, 5 and 6, while B2 > 0 for these bands. 

27-15 



Road and Vegetation Spectal Response Patterns 
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Figure 8: (left)[a] Mean radiance vs. TM band number for road and vegetation. One standard deviation 
above and below the mean is also plotted to show the spread in each band. (right)[b] Individual TM band 
B-distances for road vs. vegetation. 
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Figure 9: (left)[a] B-distance as a function of the number of bands used for road vs. vegetation. The bands 
were added according to the forward sequential band selection method. (right)[b] B-distance for Road vs. 
three different background classes. 

The B-distance as a function of the number of bands used for road versus vegetation is plotted in Fig. 

9a. The bands were added according to the forward sequential band selection method in Table 1. Notice 

that band 4 is selected for the second band even though the individual B-distances for bands 2 and 3 are 

greater. This selection is due to the fact that bands 1, 2 and 3 are highly correlated for these two classes. In 

other words, bands 2 and 3 do not provide much new information for class separability where band 4 does. 

Also, notice that adding the remaining bands does not increase B1 very much. Thus, a linear classifier will 

not benefit significantly from these extra bands. 

The B-distance for road versus three different background classes is plotted in Fig. 9b. The "vegetation" 

class is the same as before. The "all" class consists of the entire scene in Fig. 7 excluding the major roads. 

Finally, the "urban" class comes from a dominantly urban area. Note that road versus vegetation yields the 

largest B-distance and road versus urban gives the lowest. This is reasonable since the urban area contains 
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Feature Image 2 (no mean did) 
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Figure 10: (left)fa] Feature image 1 which preserves all information about class mean difference. (right)[b] 
Feature image 2 which contains no information about mean difference. 

smaller roads and concrete. Notice that the best bands for each background differ, particularly for the urban 

background class. 

6.2.2 Feature Extraction 

The application of the feature extraction method described in Section 4 to Landsat TM data is considered in 

this subsection. Using all seven bands as the input, the top two features are extracted for discrimination of 

road and vegetation. Feature image 1 is shown in Fig. 10a. This feature preserves all information about class 

mean difference. The major road stands out clearly from the vegetation, which appears flat in this feature. 

Feature image 2 is shown in Fig. 10b. Here there is no mean difference between the road and vegetation. 

However, one can detect that there is little variability among the road pixels and significant variability in 

the background. This affect provides an additional second order discriminant which a quadratic classifier 

can exploit. A linear classifier would only utilize feature image 1. 

Scatter plots showing road and vegetation samples in the optimal two band space and feature space are 

shown in Figs. 11a and lib respectively. In Fig. lib, the horizontal axis shows the first feature which 

contain all information due to mean difference. The vertical axis shows a feature with covariance difference 

only. Note that the B-distance for the feature space classes is 0.6616 compared to 0.6140 for the two band 

space. Thus, using a linear mapping from all the bands does improve the road/vegetation class separability 

over using the best two bands. However, in this case the increase in modest. 

6.2.3 Classification 

Application of the multispectral detectors to TM data is considered in this subsection. The classifiers are 

used in the TM band 1 and 4 space. The target class is defined to be the road class and the background is 

"all" class used in Fig. 9b. The output of a non-adaptive linear and quadratic classifiers is shown in Fig. 

12a and 12b respectively. The apriori probabilities have been estimated from the imagery and are set to 

be Pt = .025 and Pj = .975 for both classifiers. The optimal thresholds were used and no spatial matched 
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Figure 11: (left)[a] Scatter plot for road and vegetation in the optimal two band space. (right)[b] Scatter plot 
showing the classes in a two-dimensional feature space. 

filtering was performed. Both classifiers appear to perform well. 

The output of the adaptive quadratic detector for a known target and unknown background (see Fig. 4) 

is shown in Fig. 13. A window size of 15 x 15 with five iterations of the procedure in Table 2 is used to 

estimate the background statistics. The apriori probabilities are set to be Pt = .15 and Ph = .85. These 

apriori probabilities differ from those used for the non-adaptive classifiers because of the window size. Over 

the entire scene the apriori are close to Pt = .025 and Pb = .975. However, within a given 15 x 15 window 

centered about a road, Pt may be much larger. Thus, the probabilities were adjusted accordingly. No spatial 

matched filter was employed. 

These preliminary results show that the adaptive quadratic classifier can work effectively without apriori 

background statistics. However, some of the advantages of this technique can not be fully illustrated with 

this data set. In particular, since TM band 1 offers a good discriminant based on mean difference, a quadratic 

classifier offers little improvement over a linear classifier. Furthermore, the background in the scene used 

does not vary. Thus, the ability of the adaptive detector to deal with changing backgrounds can not be 

illustrated. 

7    Conclusions and Future Work 

An adaptive quadratic classifier for multispectral target detection has been proposed. The system is designed 

to exploit both mean and covariance differences between the target and background and the local background 

statistics are estimated adaptively. Thus, these statistics need not be known apriori and the detector is able 

to adapt to changing backgrounds. The preliminary results, using landsat TM data, show that the adaptive 

detector appears to perform well based on subjective evauation. 

Because this detector uses both mean and covariance difference as a discriminant, the band selection and 

feature extraction process must retain this information. A forward sequential band selection method using 

B-distance has been explored here in addition to a suboptimal linear feature extraction technique. For the 

Landsat TM data, the "best bands" have been shown to change for different classes of backgrounds for a 
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Quadratic Class Image 
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Figure 12: (left)[a] Linear class map. (rigkt)[b] Quadratic class map. The apriori probabilities are set to be 
Pt = .025 and Pi, = .0975 for both. The optimal thresholds were used and no spatial matched filtering was 
performed. 

Adapfve Quadrate Class Image 

Figure 13: Adaptive quadratic class image. A 15 x 15 window is used to estimate the background statistics 
and the apriori probabilities are set to be Pt = .15 and P\, = .85. No spatial matched filtering was performed. 

road target. With hyperspectral imagery, this effect will likely be more pronounced. 

In future work, hyperspectral data acquired with the Airborne Visual and Infrared Imaging Spectrometer 

(AVIRIS) will be used. This data contains 224 bands over the range 0.4/im - 2.5fj,m. Such high spectral 

resolution data will allow for better evaluation of the band selection method and the adaptive quadratic 

detector. In particular, multiple target and background classes will be identified and used in order to 

quantifiably study the effect of selecting different spectral bands, different numbers of bands, and different 

bandwidths. This will be done using the B-distance criteria. In order to evaluate the ability of the new 

quadratic detector to adapt to changing backgrounds, an image region where a target is found in a variety 

of backgrounds will be selected and processed. Synthetic multispectral data will also be used to provide 

an accurate quantitative measure of performance for the adaptive detector. With synthetic data, changing 

backgrounds can easily be simulated and exact target locations are known which supports error analysis. 
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FOMBLIN Z UNDER BOUNDARY LUBRICATION CONDITIONS 
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Abstract 

Using a Cameron-Plint tribometer under controlled environmental 

conditions, friction and wear were measured for Fomblin Z with M- 

50 steel under boundary lubrication conditions at 50, 100, and 

150 C with relative humidity ranging from 5% to 100%.  In 

general, both friction and wear decrease sharply as humidity is 

increased from 5 to 20%, then is constant as humidity increases 

to 100%.  Thus, both friction and wear are highly dependent on 

humidity when relative humidity is less than 20%.  Therefore, to 

improve repeatability of results, humidity should be measured any 

time Fomblin Z is being tested with steel specimens under 

boundary conditions, and carefully controlled if it is 20% or 

less. 
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EFFECT OF HUMIDITY ON FRICTION AND WEAR FOR 

FOMBLIN Z UNDER BOUNDARY LUBRICATION CONDITIONS 

Larry S. Helmick 

Introduction 

Perfluoropolyalkyl ethers (PFPAE) are presently being 

investigated as liquid lubricants for aerospace applications 

(1,2).  PFPAE fluids have been tested with the four-ball 

tribometer and the newer Cameron-Plint reciprocating tribometer 

under sliding boundary lubrication conditions with the test cell 

exposed to the environmental atmosphere (3,4).  When testing 

Fomblin Z fluids with steel specimens with either instrument, 

erratic results are sometimes obtained.  These occasional erratic 

results make any given individual result less reliable.  In the 

past, this difficulty has been overcome by doing multiple tests 

and averaging the results.  However, with the present need to 

develop a rapid and reliable screening test for potential 

antiwear additives for perfluoropolyalkyl ether lubricants (5-7), 

it is no longer feasible to do multiple tests.  Therefore it 

became necessary to identify and attempt to eliminate the cause 

of these erratic results. 

Since the test cells are exposed to the atmosphere, it was 

suspected that changing environmental humidity may be the source 

of the problem.  The scientific literature concerning the effect 
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of humidity on friction and wear for metals has recently been 

reviewed (8).  In general, under lubricated conditions, water 

vapor can influence friction and wear by modifying the adsorption 

behavior of long chain fatty acids that act as boundary 

lubricants, and affect the chemistry of protective film formation 

by oxygen.  However, we are not aware of any specific reports 

concerning the effects of water vapor on the friction and wear of 

PFPAE fluids on metals.  Therefore, the purpose of this 

investigation was to measure friction and wear under boundary 

lubrication conditions with controlled humidity to determine if 

humidity does indeed have any effect on these parameters for 

Fomblin Z fluids. 

Experimental Procedure 

Fomblin Z-04 (1 mL) was tested under sliding boundary lubrication 

conditions using a Cameron-Plint High Freguency Friction Machine 

(TE77) with a controlled environment chamber, 6 Hz frequency, 9 

mm stroke length, and 250 N load.  A short friction integration 

time constant was used and friction was monitored throughout the 

5 hr runs.  An average coefficient of friction was calculated for 

each run by dividing the average friction by the 250 N load. 

Although this value includes a contribution from the run in 

period when friction tends to fluctuate erratically, the run in 

period lasts only a few minutes and consequently has little 

affect on the magnitude on the coefficient of friction for a 5 

hour run.  Therefore, this value is comparable to steady state 
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friction coefficients previously reported (3). 

M-50 steel cylinders (6mm length, 6mm dia.) and disks (58 

Rockwell hardness, mirror finish) were cleaned in an ultrasonic 

bath with analytical grade hexane and methanol and dried with a 

hot air gun immediately before use.  Data was obtained with 

specimen temperatures of 50, 100, and 150 C +/- 2 C and ambient 

atmospheric temperatures (29 +/- 3 C).  Specimen temperatures and 

electrical resistance between the cylinder and disk were recorded 

continuously throughout the runs.  All tests were done in air. 

Relative humidity (RH) was measured with a Vaisala Relative 

Humidity and Temperature Probe (HMP 13) calibrated to +/- 2% 

accuracy below 90% RH and +/- 3% above 90% RH, and readable to 

+/- 0.1%.  Humidities below ambient (50-60%) were obtained by 

controlling the flow rate of dry air into the environment 

chamber, and were constant to +/- 0.5%.  Humidities above ambient 

were obtained by controlling the flow rate of air bubbled through 

a water tower, by lining the chamber with wet paper towels, or by 

adding steam as necessary, and were constant to +/- 3%. 

Areas of wear scars were determined by measuring (+/- 1 X 10"3mm) 

the length and width of the wear scar on the cylinder with a 

Nikon microscope (model 74514) with 150 power magnification at 

the end of the 5 hr runs.  The visual appearance of the wear scar 

under the microscope was also noted. 
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All friction, wear, temperature, and humidity data are recorded 

in Table 1 and plotted in Figures 1-6.  Open data points 

represent data obtained by a previous researcher in this 

laboratory, Dr. B. Cavdar, and are consistent with our data. 

Results 

Figures 1-3 show the average coefficient of friction plotted vs 

relative humidity.  The plot at 50 C (Fig. 1) shows that friction 

decreases as humidity increases from 5 to 100%.  At 100 C (Fig. 

2), a sharp decrease in friction is observed as humidity 

increases from 5 to 20%.  Then very little additional decrease 

occurs as humidity increases to 100%.  At 150 C (Fig. 3), the 

sharp decrease in friction from 5 to 20% RH is even more obvious, 

but no further decrease occurs as humidity is raised to 100%. 

Figures 4-6 show the effect of humidity on wear scar area as 

temperature is increased from 50 to 100 to 150 C respectively. 

At 50 C, figure 4 shows a sharp decrease in wear scar area as 

humidity increases from 5 to 20%.  No additional decrease is 

obvious as humidity increases from 20 to 100%.  At 100 and 150 C 

(Figures 5 and 6), the sharp decrease in wear scar area is even 

more pronounced.  Again, no further decrease in wear is observed 

at either temperature as the humidity increases to 100%. 

The appearance of the wear scar also varied with humidity.  At 

low humidities, it appeared clean and metallic in nature. 
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However, at high humidities, it was highly colored or even black. 

Electrical resistance varied with humidity as well.  Although it 

was somewhat erratic during any given run, in general, it was low 

during runs at low humidity and high during runs at high 

humidity. 

Discussion 

Wear is often a function of friction.  Thus one might expect 

similar trends to be observed if wear scar area and coefficient 

of friction are each measured and plotted vs humidity for the 

same series of wear tests.  At 100 C as well as 150 C, this is 

indeed the case.  (At 50 C, the correlation is not so obvious.) 

The sharp decrease in friction as humidity increases from 5 to 

20% corresponds to a sharp decrease in wear.  Furthermore, the 

constant friction as humidity increases from 20 to 100% 

corresponds to constant wear.  This may be due to formation of a 

lubricating film on the surface of the wear scar as humidity 

increases.  The film appears as an increase in electrical 

resistance between the cylinder and disk, and a visible darkening 

of the wear scar itself. 

Electrical resistance is an indication of the amount of metal- 

metal contact between the cylinder and disk, and often correlates 

with the formation of surface films and the degree of wear.  Low 

resistance implies good electrical contact between the cylinder 
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and disk, which suggests significant metal-metal contact, a 

metallic wear scar with minimal film formation, and high wear, as 

were observed.  On the other hand, electrical resistance was 

generally high during runs at high humidity.  Therefore, high 

humidity seems to promote formation of an electrically insulating 

film and a black wear scar.  This film apparently is a good 

boundary lubricant, preventing metal-metal contact which results 

in low wear, as observed.  The nature of films such as this and 

possible mechanisms for their formation are being investigated 

(4,9,10). 

Conclusions 

In test cells open to the environmental atmosphere, wear rates 

for Fomblin Z on sliding steel substrates under boundary 

lubrication conditions depend strongly on relative humidity for 

humidities below 20%, but are nearly independent of humidity 

above 20%.  Therefore, to obtain the best repeatability for tests 

of this type, relative humidity should be monitored and tests 

conducted in the range above 20% where humidity has little effect 

on wear rates, if possible.  If tests must be performed below 20% 

RH, humidity should be carefully controlled. 
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Table 1 

Temperature, Humidity, Friction, and Wear Data 

Run No. Temperature Rel. Hum. Avg. Coef. Wear Area 
(C) (%» of Friction (mm *2) 

LH-15 50 5 0.127 3.416 
LH-19 50 5 0.111 3.437 
LH-22 50 10 0.125 2.389 
LH-23 50 15 0.103 1.456 
LH-21 50 20 0.101 0.726 
BC-17 50 32 0.102 0.622 
LH-13 50 45 0.092 0.567 
LH-14 50 45 0.092 0.407 
LH-7 50 47 0.097 0.513 
LH-3 50 57 0.092 0.728 

LH-24 50 70 0.075 0.457 
LH-17 50 98 0.055 0.627 
LH-39 100 5 0.129 3.765 
LH-28 100 5 0.130 3.956 
LH-41 100 7 0.113 2.933 
LH-31 100 10 0.099 0.499 
LH-38 100 10 0.106 0.674 
LH-29 100 20 0.103 0.478 
BC-22 100 27 0.102 0.467 
BC-9 100 40 0.106 0.454 
BC-1 100 44 0.102 0.475 

BC-35 100 48 0.110 0.609 
LH-5 100 59 0.099 0.544 

LH-30 100 70 0.097 0.492 
LH-40 100 100 0.095 0.416 
LH-36 150 5 0.148 5.117 
LH-32 150 10 0.112 2.495 
LH-34 150 10 0.124 2.659 
LH-35 150 10 0.114 2.741 
LH-37 150 15 0.096 0.506 
LH-25 150 20 0.092 0.611 
BC-3 150 30 0.102 0.534 

BC-21 150 36 0.097 0.860 
BC-11 150 41 0.098 0.846 
LH-18 150 56 0.101 0.709 
LH-20 150 99 0.096 0.427 
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Figure 1 

Average Coefficient of Friction vs Relative Humidity at 50 C 
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Figure 2 

Average Coefficient of Friction vs Relative Humidity at 100 C 
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Figure 

Average Coefficient of Friction vs Relative Humidity at 150 C 
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Figure 4 

Wear Scar Area vs Relative Humidity at 50 C 
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Figure 5 

Wear Scar Area vs Relative Humidity at 100 C 
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Figure 6 

Wear Scar Area vs Relative Humidity at 150 C 
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AUTOMATIC CONTROL ISSUES IN THE DEVELOPMENT OF AN ARTIFICIAL 

PANCREAS 

A. S. Hodel 

Assistant Professor 

Department of Electrical Engineering 

Auburn University- 

Abstract 

Recent developments in technology for the treatment of diabetes mellitus enable sensing and 

control of key chemical/hormone species related to the disease. Further, it is expected that 

non-invasive (infrared) blood glucose sensing techniques will permit continuous on-line sensing 

of blood glucose levels in insulin-dependent diabetics. It is thus desired to apply modern control 

systems design techniques in the design of an artificial pancreas in order to provide a robust, 

fault-tolerant design suitable for clinical and at-home use. A preliminary effort toward this 

goal was undertaken during the 1994 Summer Faculty/Graduate Student Research program at 

Eglin Air Force Base; a complementary study is presented by J. S. Naylor in Summer Research 

Program Report 21. The effort presented in this report comprises the development of (1) a 

qualitative model of endocrine kinematics related to glucose management and (2) a preliminary 

approach for system identification to be used in fitting these models to experimental data. 
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AUTOMATIC CONTROL ISSUES IN THE DEVELOPMENT OF AN ARTIFICIAL 

PANCREAS 

A. S. Hodel 

1    Introduction 

This report addresses the application of robust multivariable control techniques toward the de- 

velopment of an autonomous control system for an artificial pancreas. The topic is of interest to 

Wright Lab/MNAG due to the following common properties between the treatment of diabetes and 

missile guidance: 

1. The subject dynamic systems (a missile or a patient's glucose/insulin kinematics) are inher- 

ently nonlinear and, often, are poorly modeled relative to required performance levels. 

2. The subject dynamic systems are subject to external disturbances that that are not under 

the authority of the control system (wind gusts, target motion, physical activity or food 

consumption by the diabetic patient). 

3. The subject dynamic systems have limited actuator authority (limited fin deflection, insulin 

delivery rates) 

4. Safe operation of the subject dynamic systems requires that system state variables be kept 

within a prescribed operating range. 

Our effort this summer entails a preliminary attempt to identify prototype control methodologies 

for the artificial pancreas that, in addition to addressing the four issues above, provides quantitative 

bounds on the required performance of sensors/actuators to be used in an artificial pancreas system. 

This work was performed in tandem with J. S. Naylor, a graduate student from Auburn University, 

and with Johnny Evers and Dr. Darren Schumacher, both of MNAG branch, Wright Lab , Eglin 

Air Force Base. 
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2    Background 

Althought diabetes, named by Aretaeus of Cappadocia (AD 81-138), has been diagnosed since 

roughly 1500 BC, it is only recently that its treatment has been made possible, due to the discovery 

of insulin by Banting and Best in 1921. Nearly fourteen (14) million people in the United States 

suffer from diabetes mellitus of which approximately ten (10) percent are afflicted with the auto 

immune illness, Type I diabetes mellitus, also called insulin-dependent diabetes mellitus (IDDM) 

or juvenile onset diabetes, since these individuals tend to be younger and require daily insulin 

injections for survival. IDDM- patients have essentially no /3-cell function, and are thus incapable 

of producing sufficient quantities of insulin to adequately regulate their blood glucose levels. The 

majority of afflicted individuals have Type II diabetes, also called non-insulin dependent diabetes 

(NIDDM)or maturity onset diabetes. While Type II Diabetes involves both ß cell malfunction and 

peripheral resistance of tissues to insulin, the illness is characterized by progressive loss of Beta 

cell mass and eventual need for insulin administration. At any point in time, approximately fifteen 

(15) to thirty-five (35) percent of all adult patients being treated in diabetes clinics require insulin 

injections for management of their diabetes. 

In glucoregulation, the alpha and beta cells of the pancreas sense blood glucose (BG) levels and 

secrete insulin and glucagon as counter-regulatory hormones. Hormones are chemical messengers 

secreted by the body as required to effect changes in target tissues in order to maintain homeostasis. 

Insulin promotes cellular uptake of plasma glucose and thus assists in the conversion of glucose to 

glycogen in the liver and in the muscles and in the storage of fat in adipose cells. The net effect 

of insulin is to lower BG, whereas glucagon has an antagonistic action on the liver [Fox87], p.595. 

Diabetic patients have lost the capability either to synthesize or to respond to insulin, or both. 

The long term effects of high blood glucose (BG) levels that result from uncontrolled diabetes 

mellitus of both types are quite severe. In general, the vascular and nervous systems are affected and 

a large proportion of affected patients is at risk. The patient may in time suffer from peripheral 

neuropathy (loss of sensations at the periphery), retinopathy (loss of vision), and nephropathy 

(kidney failure). 

In the hope of achieving and maintaining normoglycemia (normal blood glucose level), various 

formulations of insulin and treatment protocols were tried in an attempt to replicate the natural 

control process. The advent of miniature sensors [PM87], [Peu92] and pumps coupled with micro- 
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computers seemed to promise automatic optimal control. However, continued difficulties with 

insulin instability [SA87] catheter implantation [IKL] and long term glucose sensor drift [Peu92], 

[IKL] have been problems with this approach. The first two problems have been dealt with by- 

means of the development of new formulations of insulins and the improvement of insulin catheter 

delivery systems. However the third challenge of a usable glucose sensor is still under development 

at several private and government locations. 

The NIH supported Diabetes Control and Complications Trial (DCCT), a prospective study on 

the relationship of glycemic control and the development of vascular complications in people with 

Type I diabetes, conclusively demonstrated and reported in June, 1993 that improved glycemic con- 

trol can prevent and delay the progression of vascular complications. The improved glucose control 

is achieved through intensive daily use of multiple injections of insulin. One serious consequence 

of improved glycemic management is a three-fold increase in severe hypoglycemia in individuals 

with aggressively managed diabetes. Any acceptable artificial pancreas must avoid this serious 

complication. 

3    AEMG model 

Several "minimal" models have been presented in the literature; see J. S. Naylor's report (Fellow 

#21) in this volume for more details. The compartmental model developed here, the Advanced 

Endocrine Management of Glucose (AEMG) model, is considerably more complex and allows for 

further qualitative studies to be made. The model is divided into several subblocks that correspond 

(roughly) to the liver, the blood, the pancreas, and cell uptake in body tissues. Simulations 

were done using Simulink (tm) with C-language implementations of the individual modules. C 

implementation was used for ease of development and for speed in simulation. The main module 

is shown in Figure 1 While the model appears quite complex, it is fairly straightforward when 

observed from a compartmental level. The four main compartments are 

tissue_uptake Model interaction of adipose, muscle, and nervous tissue with blood chemistry. 

blood_chemistry Model concentration levels of 6 relevant chemical species in the blood. 

liver Model liver response to blood chemistry and pancreas endocrine production. 
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The trigger function is 

tiig(v,l,h) = (l + tanh (^V~l_~    )) /2- 

The plot shows trig(v, 90,130) vs v. Notice 
that if h < I then the function starts at 1 and 
descends to 0. 

80   90   100  110  120  130  140  150  160 

Figure 2: Trigger function behavior and definition 

pancreas Model pancreas response to blood chemistry. 

Patient health was characterized as the ability to produce insulin and glucagon. On-line ad- 

justable parameters in the range [0,1] were provided in order to simulate different diabetic patients. 

Similarly, both glucose infusion and external insulin input were provided in order to simulate glucose 

tolerance tests and insulin infusion by an artificial pancreas. 

Model parameters were selected to yield a stable equilibrium point for simulated healthy patient 

hormone nominal values in "normal" range, based on steady-state (basal) values and qualitative 

behaviors described in [KNJ82], [BG92] and other references. Not modeled in this simulation is 

the multi-phasic response of /3-cells, production/transport of glycogen, stress hormone production 

behavior, etc. Multiphasic response of insulin was neglected since, for diabetic patients, insulin 

response is impaired. 

The simulation makes regular use of a hyperbolic-tangent based "trigger" function that repre- 

sents sensitivity of various compartments to their inputs. The trigger function is shown in 2. The 

function was selected in order to establish the presence of a lower "cutoff" value, below which the 

body does not respond to hormone concentrations, and to establish a "saturation point," beyond 

which the body will not respond to further increases in hormone concentration. 

3.1    Modeling issues 

IDDM patients /3-cell mass is typically reduced to roughly 20% of that of a normal individual. 

NIDDM patients /3-cell mass is typically reduced to 60% of normal.  [KGI92]. In IDDM patients 
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with elevated blood glucose levels above 10 mmol/1, plasma insulin/C-peptide blood concentrations 

are undetectable. (C-peptide is produced in the reduction of pro-insulin to insulin. Relatively little 

proinsulin is released in healthy patients. [Mal92]) Impairment of glucoregulation in this case is 

due to reduced ß cell mass, not reduced glucose sensitivity. BG threshhold for proinsulin synthesis 

is lower than for insulin release into the bloodstream. Excess proinsulin may be degraded via 

lysosomal action [HW80]. Proinsulin synthesis coupled with ATP generation in islet cells. May be 

associated with K+ concentration. 

Insulin release in healthy patients in response to a rapid glucose infusion involves a multiphase 

response as follows, with an early peak after approximately 3 minutes, followed by a decline within 

5 minutes. The second phase response reaches its desired value after a total of approximately 16 

minutes. This behavior is thought to be due to differing threshholds for insulin release in the /3-cells. 

Widely varying /3-cell response as changes in BG are made. Mathematical modeling indicates this 

may have a role in phasic/oscillatory insulin response [M089]. Insulin release currently modeled 

as a "fuel" reponse: D-glucose is consumed in transport of insulin to cell surface ([Mal92] p. 266). 

Normal /3-cells have almost instant equilibrium concentrations of D-glucose; fast response also to 

other hexoses. 

[FWA92] presents several models used to study the effects of insulin and to estimate insulin sen- 

sitivity of target tissues. Can use (1) ratio of basal insulin to glucose concentration (not validated), 

or(2) homeostatic model assessment (HOMA) [THM+79]. Model based on known /3-cell response 

to glucose. HOMA assumptions are 

• glucose concentration increases in response to insulin deficiency is governed by shape of normal 

insulin secretion response to glucose. (Looks like bias diagram for a field effect transistor; see 

p. 515). 

• Basal insulin levels are proportional to insulin resistance. 

The model is not used much due to these assumptions and due to a lack of validation. Results are 

weakly correlated with euglycaemic clamp. [FWA92] indicate that some experiments seem to show 

it's a good model (p. 514). 

Criticism of methods that measure endogenous insulin: measures also measure proinsulin and 

its products. Proinsulin makes up about 10% of insulin reaction in normal people, but may be 50% 
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in NIDDM. Thus experimental high insulin levels do not necessarily indicate insulin resistivity. 

Second criticism: peripheral insulin levels are measured; but insulin is secreted into the portal vein, 

and is depleted by hepatic extraction (non-constant). 

Estimation of insulin sensitivity by simultaneous measurement of glucose and insulin concentra- 

tions. Conclusions: 

• Mild NIDDM subjects (reduced hyperglycaemia) have elevated postprandial (after-meals) 

insulin levels relative to normal subjects. Use glucose/insulin ratio to determine resistance. 

• Can't extend result to NIDDM patients with elevated glucose but lower insulin levels. Have 

reduced insulin secretion, but not always increased resistance to insulin. 

• Static measures are qualitatively useful. 

Tests to determine insulin resistivity and pancreas function include the Oral glucose tolerance 

(OGTT), the Intravenous glucose tolerance test (IVGTT), and the Insulin Tolerance Test (ITT). 

The first two tests are used to determine how quickly the body can restore normoglycemia; in the 

process, insulin resistance can be determined as well. The ITT provides a measure of how quickly 

insulin causes glucose to be absorbed from the bloodstream (resistivity). 

Further data regarding healthy and diabetic dynamic behavior is provided in [WBMK+92], 

which response to infusion of stress hormones in "natural" and somatostatin-induced diabetes is 

tested. This paper provides steady state values as follows: 

Hormone Infusion rate    Plasma concentration    basal level 

glucagon 0.8^g/(kg-h)        1133±72pg/ml 120 ± 32pg/ml 

epinephrine 6/*g/(kg-h) 1050 ± 182pg/ml 92 ± 14pg/ml 

growth hormone    20/ig/(kg-h)       118±llng/ml 2.4±0.4ng/ml 

cortisol 171/xg/(kg-h)     38.1 ± 1/3/ig/dl 11.1 ± 3.2/zg/dl 

Basal blood glucose was 85 ± 5mg/dl for healthy subjects. Responses: 

Hormone peak blood glucose    peak time        return to basal level 

glucagon 220 ± 8pg/ml 96 ± 6min 2h after infusion 

epinephrine 222 ± 16pg/ml 155 ± 14min      4h after infusion 

growth hormone    132 ± 5mg/dl 305 ± 24min      13h after infusion 

cortisol 143 ± 7mg/dl 527 ± 137min    13h after infusion 
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Several "minimal" (2 or 3 state) models have been proposed for the prediction of diabetic 

behavior, e.g. [CAG+78]. These models ignore the multiphasic response profile of the /3-cells, and 

are criticized for their poor long-term predictive behavior. Further, modeling of external insulin 

control requires knowledge of the type of insulin used and the location of injection. [AS92]. Have 

changes in duration/absorption rates due to species of origin as well (human, pork, beef/pork). 

3.2    Blood chemistry compartment 

The inputs to the blood chemistry compartment (see Figure 1) are tissue/membrane blood glucose 

uptake rate, hepatic (liver) blood glucose production/consumption, pancreas insulin and glucagon 

secretion rates, and external (digestive/intravenous) glucose input. Six chemical species are mon- 

itored in the blood chemistry module: cortisol, epinephrine (adrenaline), glucagon, blood glucose, 

growth hormone, and insulin (u/ml). That is, three stress hormones are added to the three hor- 

mones modeled in the minimal model. (Estimated dynamics associated stress hormone production 

in response to hypoglycemia are included.) Each of these items is considered in the subsections 

below. Relevant data used to select constants used in each submodule are presented. Basal values 

were taken from [BG92] and [KNJ82]; additional references are listed below where relevant. 

3.2.1     Cortisol blood chemistry module 

Parameters for the design of the cortisol submodule of the blood chemistry module are as follows. 

Model parameters 

Parameter Value 

Nominal value 10-12/ig/dl 

Bloodstream half-life ??? (set to 7.5 min) 

High blood glucose cutoff 90 

Low blood glucose cutoff 60 

Cortisol is released in response to reduced blood glucose levels. Derivation of the cortisol module 

is identical to that of the growth hormone module, with the obvious substitution of relevant pa- 

rameters; see §3.2.5 for details. The bloodstream half-life of cortisone is unknown and assumed 

to be 5-10 min, and so the decay constant a satisfies e"7-5a = 0.5. 
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3.2.2 Epinephrine 

Nominal value is 10 pg/ml. Within the simulation, epinephrine is created in a similar fashion to 

cortisol. Epinephrine limits cell glucose uptake (see cell uptake module), but this feature is not yet 

implemented due to a lack of corresponding data. 

3.2.3 Glucagon blood chemistry module 

The basal value of blood glucagon concentration is 100-150 pg/ml. The process model is based 

on the following assumptions: (1) glucagon is consumed by natural decay, and (2) Glucagon is 

produced by the pancreas The module is a linear system; glucagon concentration is modeled as 

x = —ax + bu 

where x is the concentration of glucagon, a is a bloodstream decay rate constant, and b is a 

multiplier related to total body fluid volume (not implemented). Glucagon has a bloodstream 

half-life of approximately 5-10 minutes (7.5 ± 2.5min). Thus a is selected such that e"7-5" = 0.5. 

3.2.4 Glucose 

The assumptions for blood glucose dynamics are as follows. 

• Blood glucose is consumed by cells and in the liver by hepatic glycogenolysis glucose->glycogen), 

and 

• blood glucose is produced in the liver by hepatic glycogenesis and hepatic glyconeogenesis. 

The current implementation neglects natural decay of glucose in the bloodstream, and so is just an 

integrator with a summing junction at front: 

x = -biUi + b2u2 + &3U3 

where ux, u2, and u3 are cell blood glucose uptake, hepatic glucose production, and external glucose 

input, respectively, and h,b2,b3 are the corresponding constants related to body fluid volume (61). 
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3.2.5     Growth Hormone Module 

While growth hormone does act against insulin in pharmacological doses, it appears to have little 

effect on glucose regulation. Unstable diabetic subjects have elevated growth hormone levels levels. 

Relevant model parameters are as follows. 

Model parameters 

Parameter Value 

Nominal value 2 ng/ml 

Bloodstream half-life l-2hrs (90 min) 

High blood glucose cutoff 90 

Low blood glucose cutoff 60 

Growth hormone is produced in response to severe hypoglycemia; simulation parameters were 

selected for a trigger function with high/low blood glucose concentration cutoff values of 90mg/dl 

and 60 mg/dl, respectively for this purpose. The trigger gain value is unknown at this time, and 

is arbitrarily set to 1. The basal concentration of growth hormone is 2ng/ml, and so a constant 

input value is used to force this concentration of growth hormone under euglycemia. The resulting 

system model is 

x = -ax + Mrig(tt, 90,60) + k2a 

where x is the concentration of growth hormone, a is a bloodstream decay rate constant selected 

such that e~90a = 0.5, &i is a constant to be determined (currently set to 1), and k2 = (2 - 

Mrig(110,90,60)) is selected such that the steady state value of growth hormone is 2ng/ml. Growth 

hormone promotes glyconeogenesis (see §3.4). 

3.2.6    Insulin blood chemistry module 

Nominal fasting value for blood insulin concentration is 10-50 /m/ml. The simulation model is 

based on the assumption that insulin is consumed by natural decay and by tissue/liver membrane 

consumption. The overall simulation admits insulin production by either the pancreas or by an 

external input (pump). The resulting (linear) model is 

x = -ax + b(ui + u2) 
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where x is the concentration of blood insulin, a is the blood insulin decay constant ui and u2 are 

cell insulin absorption rate and pancreas insulin production rate, respectively, and b is the related 

body fluid volume constant. Insulin has a bloodstream half-life of approximately 5-10 minutes 

(7.5 ± 2.5min). Thus a is selected such that e~7-5a = 0.5. 

3.3    Tissue uptake compartment 

The initial cell uptake module modeled binding of insulin to cell membrane walls and decay of 

insulin so bound. However, this model was rejected since bound insulin levels quickly track blood 

insulin concentration. The final model used is based on the following assumptions [BG92]: 

• Insulin dependent glucose uptake occurs at a rate proportional to the product of a blood 

insulin concentration and blood glucose concentration and comprises 25% of glucose uptake 

at basal levels. 

• Insulin independent glucose uptake occurs at a rate proportional to trig(G, 60,150) where 

G =blood glucose concentration, and comprises 75% of glucose uptake at basal levels. (Thresh- 

hold limiting values were selected ad hoc.) 

• Basal glucose uptake is 2mg/kg-min (recall that our simulated patient body weight and blood 

volume are 80 kg and 61, respectively). 

The resulting model is 

y   =   ClG7+c2trig(G,60,150) 

where G, I are blood glucose and blood insulin levels, respectively, and constants ci and c2 are 

selected so that the above constraints are met at basal levels. 

Experimental measurements indicate that glucose uptake is only 1/3 as sensitive to insulin as 

is hepatic glucose production levels. This may be due to the fact that 60% of all insulin produced 

is immediately absorbed as it enters the liver. This feature has not yet been incorporated into our 

simulation. 
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3.4    Liver module 

The liver submodule models only the production and consumption of glucose and glycogen in 

response to insulin, glucagon, blood glucose, and stress hormones. Insulin uptake is not yet incor- 

porated into the model. The following data were used in the design of the liver submodule. 

Item 

cortisol 

epinephrine 

glucagon level 

glucose level 

growth hormone 

insulin 

Value 

11/zg/dl 

10 pg/ml 

100-150 pg/ml 

110 mg/dl 

2 mg/ml 

25 /zu/ml 

promotes 

gluconeogenesis 

glycogenolysis 

glycogenolysis 

inverse effect on glucose 

production (see below) 

gluconeogenesis 

glycolysis (generate glycogen) 

Other relevant data 

• body basal glucose uptake: 2mg/(kg-min) 

• gluconeogenesis: 30% of production, increases as hypoglycemia persists. 

• Glucose has a molecular weight of 119g/M: 11 H, 1 C, and 6 0. 

• Increase in glucose level of 2mM/l, or 23.8mg/dl, reduces glucose production by 80%. 

• Increment of insulin of 100/m/ml decreases glucose production to less than 10-15% of basal 

level. 

• hepatic glucose production is 3x more sensitive than the glucose uptake rate is to insulin. 

As in the simulation of secreted hormones in the body, glucose and glycogen production are simu- 

lated via triggering functions. A realistic representation of the responses of the various hormones 

to changes in blood glucose level is not available; similarly, the way these hormones impact glu- 

cose/glycogen dynamics is not known. As a result, most of the values selected herein are quite 

arbitrary. 

Gluconeogenesis is promoted by prolonged hypoglycemia, and occurs through active agents 

glucagon, cortisol, and growth hormone.   Gluconeogenesis occurs on a much slower scale than 
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glygogenolysis, on the order of an hour, and so a 1st order lag filter l/(60s + 1) is used to model 

response to The liver module takes as inputs the blood chemistry module outputs. The current 

module does model glycogen stores dynamics. The output is a glucose production rate (positive) 

or consumption rate (negative). The current block is just a dummy sum of the different hormones 

related to glucose management. This block is quite weak and needs corrected 

3.5    Pancreas compartmnent 

The current pancreas model takes blood glucose concentration G as its sole input. This value 

is passed through the trigger function is trig(G, 90,130) in order to establish insulin/glucagon 

response. 

3.5.1     Alpha cells 

The alpha cells module models glucagon release in response to low blood glucose (BG) levels at a rate 

proportional to the product of current glucagon stores and trig(G, 130,90) = 1 - trig(G, 90,130). 

Glucagon is replenished at a rate proportional to the degree that stores have been depleted, i.e., 

glucagon production rate is 
GLmax — GL 

GLmax 

where a is a maximum production rate constant and GL is the current value of glucagon stores. 

The block constants were selected as follows. Euglycemia levels in the simulation are set at 

110 mg/dl, yielding a blood glucose trigger value of 0.5. Nominal blood glucagon concentration 

is 100-150 pg/ml (set to 125 for simulation). Since blood glucagon has a half-life of 5-10 minutes 

(simulation value set at 7.5min; see §3.2.3), it follows that the glucagon release rate must satisfy 

r = 125aV where a = - ln(0.5)/7.5 is the glucagon decay constant and V is the blood fluid volume, 

set to 61 =6000ml for this simulation, yielding a steady state glucagon release rate of 69.315 ng/min. 

The maximum glucagon production rate was set to twice this amount. For this simulation, the 

production rate will equal the stead-state release rate when the stores are half full. Storage value 

was selected (arbitrarily) as a factor of 10 larger than the required release rate. Thus, the glucagon 

stores will be five times the required basal release rate at steady state. Since the euglycemic BG 

trigger value will be 0.5, the BG trigger constant in the alpha cells block should thus be 2/5. 
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3.5.2    /3-cells 

Insulin is released in response to both a high blood glucose trigger level trig(G, 90,130) and to the 

current release rate of glucagon. Insulin is released and replenished in a fashion analogous to that 

of glucagon. 

Simulation block constants were determined as follows. While it is known that the pancreas 

ß cells release insulin in response to a release of glucagon from the alpha cells, the degree of this 

response is unknown. Thus, in the current simulation version, the gain from glucagon secretion rate 

to insulin production is set to zero. Fasting levels of insulin in the blood are 10-50 /m/ml in the blood 

(simulation value: 25). We assume that the bloodstream fluid volume is V =61. Since insulin has a 

bloodstream half-life of 7.5 min, insulin must be replenished at a rate of -25 X 10-6V ln(l/2)/7.5 « 

13.86mu per minute, or 0.83 u/hr, which is reasonable. As in the alpha cells submodule, the 

simulated maximum rate of insulin production is set to twice the basal rate of insulin secretion, 

and maximum stores are set to 10 times the basal secretion per minute. The multiphasic nature of 

insulin secretion is not yet incorporated into the /3-cells module. 

4    Simulation results 

The AEMG model was excercised first to contrast the behavior of healthy and diabetic patients. 

Two types of diabetic patients were simulated. Both patients had no /3-cell function. The first 

patient (recent diabetic) had normal a-cell function. The second diabetic patient had minimal 

(10%) alpha-cell function, representing a patient who has been diabetic for 5-10 years. Glucose 

tolerance was tested by simulating an insulin infusion of 100 mg/min during the interval t £ 

[100,200]min. Results of these open-loop simulations are shown in Figure 3. 

A variable-structure controller (VSC) was used to administer insulin in a fashion similar to that 

discussed in Naylor's report. The VSC implemented in this simulation accepted blood glucose 

(G) as an input; a "dirty derivative" G « Gder = (s/(10s + 1))G was used to approximate blood 

glucose rate. The switching function was based on the trig(t;, I, h) function defined in the previous 

section. The VSC accepted two parameters: (1) a cutoff value G\0 such that no insulin is injected 

if G < Gio, and (2) the slope of the trigger function in its linear region of operation. The desired 

target value for blood glucose was 100 mg/dl and this was placed at the center of the linear 
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Figure 3: Contrast: healthy/diabetic simulated patients 
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Figure 4: Left: simulated closed loop behaior with Gi0 = 0, slope = 0.1. Right: simulated closed 
loop behavior with Gi0 = 100, slope = 0.1 

region of the trig function for the selected slope value. Based on these values, a switching function 

5 = Gder - trig(G,l,h) - trig(100,Z,/i) was selected. When s > 0, insulin was injected at a rate 

of 10 X the basal rate of insulin secretion in a normal human. (This rate is quite high; however, 

reducing the rate of injection would only reduce the risk of hypoglycemia, and so this simulation 

provides a proof of concept.) Results for these closed-loop simulations for a recent diabetic patient 

are shown in Figure 4. Notice that with a cutoff value GXo = 100, the regulation is nearly exact. 

5    Conclusions 

The careful regulation of blood glucose is a crucial element of effective treatment of diabetes. The 

Diabetes Control and Complications Trial (DCCT) sponsored by the NIH demonstrates that proper 

regulation of diabetes greatly reduces the Ion-term complications associated with insulin-dependent 

diabetes mellitus (IDDM). Preliminary steps toward the development of a control-oriented model, 

suitable for the design and testing of a robust, fault-tolerant controller, have been taken under this 

program. (Further discussion of thsi work can be found in report #21 of this volume). Simulations 

indicate that a variable structure controller (VSC) can provide effective glucoregulation in simulated 

diabetic patients; validation of this control strategy against a commercial diabetes simulator remains 

to be done. It is expected that further work on this topic will yield a beneficial two-way technology 
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transfer between control strategies developed in Wright Lab/MNAG and the biomedical community. 
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Vinod K. Jain 
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Abstract 

The design of can to break-down titanium aluminide ingots via cogging process was attempted. A large 

strain viscoplastic finite elements program DEFORM (Design Environment for Forming) was used to simulate the 

cogging process for the near-gamma titanium aluminide alloy Ti-45.5Al-2Cr-2Nb in a type 304 stainless steel can. 

Can and process variables investigated in the FEM simulations included can thickness, can geometry, and ram 

velocity. It was found that there is an optimum can thickness and ram velocity to obtain moderately uniform flow 

between can and titanium aluminide workpiece. 
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CAN DESIGN FOR COGGING OF TITANIUM ALUMINIDE ALLOYS 

Vinod K. Jain 

Introduction 

The development of high temperature and high specific strength alloys has been spurred by the aerospace 

industry in its efforts to design high performance turbine engines. Among the most promising candidate materials 

for such applications are gamma titanium aluminide alloys based on the ordered intermetallic phase TiAl. 

Unfortunately, in the cast condition, these materials are often brittle, due in part to the presence of porosity, macro- 

and micro-segregation, and large grain size. Thus the first step in producing wrought components with sufficient 

ductility is to break down the cast microstructure via some sort of thermomechanical processing technique. 

Currenüy, the breakdown of cast gamma-titanium aluminide ingots is performed by isothermal forging or 

conventional hot extrusion. Considerable success has been realized by the former method, which consists of 

pancaking cylindrical preforms to high reductions of about 6:1 (e= 1.8) in the temperature range of 1065 to 

1175°C at nominal strain rates between 0.001 and 0.01/s. Under these conditions, the workability of titanium 

aluminides is fairly high, and sufficient work is imparted to recrystallize the material during hot working. 

However, the method is tedious and expensive, and cracks may develop at the bulged surface and propagate to the 

interior of the workpiece (1,2). 

Extrusion as a breakdown method involves the use of a can. Canning prevents oxidation of the preform in 

air at high temperatures and insulates the core from the effects of die chilling during extrusion; the main 

disadvantage with the technique involves can removal after extrusion, requiring either machining or immersion in 

an acid bath. Heat losses during extrusion, coupled with tensile stresses (whose magnitudes are a function of 

reduction ratio, die design, etc.) can greatly affect microstructure uniformity as well as tendency for fracture of the 

workpiece (3,4). For example, Seetharaman, et al. (3) correlated the microstructures developed during canned 

extrusion of the gamma titanium aluminide alloy Ti-49.5Al-2.5Nb-l.lMn (atomic percent) with the temperature 

distribution across the diameter and showed how temperature nonuniformities depend on die chilling, deformation 

heating, ram speed, and can design. With this understanding, subsequent work (5) led to the introduction of an 

insulating layer between the can and workpiece. This design modification considerably reduced the heat loss from 

the preform in to the can and tooling during extrusion thereby resulting in a relatively uniform microstructure 

across the cross-section. 

Ingot breakdown of titanium aluminides by cogging has not been tried yet Cogging is an open-die 

forging operation in which the thickness of a bar is reduced by successive forging steps 

at certain intervals (Fig.l). Because the contact area per stroke is small, a long section of a bar can be reduced in 

thickness without requiring large forces or machinery. Since only that part of the surface which is under the bite 

is being deformed at any one time, there is danger of causing surface laps at the step separating the forged from the 

unforged portion of the workpiece. For a given geometry of tooling there will be a critical deformation which will 
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produce laps. Wistreich and Shutt (6) recommend that the squeeze ratio hO/hl should not exceed 1.3. It is also 

recommended that the bite ratio b/h should not be less than 1/3 to minimize inhomogeneous deformation. Thus, 

the only way to employ conventional cogging with titanium aluminides is by insulating and canning the billets to 

minimize the die chilling effects and eliminate possible preform fracture. 

The present wo± describes the results of FEM simulations which were conducted to model the can and 

preform deformation to obtain uniform flow of both the materials (can and preform). 

Fig. 1 Schematic of cogging operation in open- 

die forging. Shaded area shows where 

contact would occur between workpiece 

and die. 

FEM Modeling 

Finite element method (FEM) simulations were conducted to determine the effect of can design and 

processing parameters on metal flow uniformity and teperature transients during the conventional press forging of 

canned, cylindrical mults of gamma titanium aluminide alloys. The large strain, thermoviscoplastic FEM program 

DEFORM (Design Environment for Forming) was used to perform the simulations. Billet cooling during transfer 

from the furnace to the tooling and during the actual forging operation were modeled. The billet transfer stage 

incorporated a "controlled dwell" period prior to forging and thus produce more nearly equal flow stresses in the 

two components. 

Input data for the simulations included material flow stress values as a function of strain, strain rate, and 

temperature, thermophysical properties, interface heat transfer coefficients, and friction factors. The flow stress of 

the billet material was taken to be that of the cast near-gamma titanium aluminide alloy Ti-45.5Al-2Cr-2Nb and 

was obtained from constant strain rate, isothermal hot compression tests conducted at 10"\ 10"2,10"1, and Is'1 and 

temperatures of 1093, 1177, 1260, and 1343°C (7). The can material was assumed to be AISI type 304 stainless 

steel. Its flow stress dependence on strain rate and temperature were obtained from reference 8. Thermophysical 

properties (specific heat, thermal diffusivity, and thermal conductivity) were measured for the titanium aluminide 

alloy (9) or taken from various handbooks (10-12) for the can material and die material (H-12 tool steel). The can 

emissivity (e) and interface heat transfer coefficients (h's) used in the simulation are summarized in Table 1. The 

values of the heat transfer coefficients were based on measurements in the literature (13-15) and the authors' 
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experience; they reflect the influence of pressure (e.g., no pressure during transfer versus high pressure during 

forging) and the nature of interface (e.g., lubrication between the dies and can versus special insulation between 

the can and billet). Two values of the friction shear factor, m=0.2 and m=0.6, were used to account for the 

lubrication conditions at the can-die interface and can billet interface, respectively. 

Table 1. Emissivity and Heat Transfer Coefficients Used in FEM Simulations 

Stage Property Value 

Transfer 
Transfer 

Forging 
Forging 

Emissivity, e 
h (can-billet interface) 

h (can-billet interface) 
h (can-die interface) 

0.65 
0.25 kW/m2oC 

2.5kW/m2oC 
20kW/m2oC 

In all cases, however, a dwell time, prior to forging , of 40s was assumed. This dwell time comprised a 30s 

"conrolled dwell" period and the 10s required to place the billet on the dies and start the actual forging sequence. 

It was assumed that when the billet will be placed on the bottom die, it would be set on a pair of 0.8 mm diameter 

nichrome wires; hence, only radiation heat loss was condsidered for this period of the forging simulation. 

Results and Discussions 

The FEM simulations gave a detailed insight into the metal flow patterns, load-stroke curves, temperature 

transients, etc., during conventional forging of the canned gamma titanium aluminide. For brevity, major attention 

will be focused on the predicted metal flow patterns and grid distortions. The effects of specific can geometries 

and process parameters on metal flow are discussed next 

Side Pressing of the Canned Billet. In this series of simulations a 63.5mm diameter preform was canned in a 

4.76 mm thick can. The can and preform were heated to 1250°C and cooled outside the furnace for 30 seconds and 

then placed on the bottem platen of the press. It was assumed that the billet would rest on the platen for 10 

seconds before the deformation starts. The simulations were conducted at 10,15,25,5, and 2 mm/s of ram speeds. 

Fig. 2 shows the undeformed (Fig. 2a) and deformed grids at the various velocities (Fig. 2b-2f). It may be noted, 

the deformation nonuniformity increases with the ram velocity.    However, the can temperature dropped 
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Fig.2 FEM predicted grid distortion for 33% deformation of a billet with 4.76 mm thick can and 63.5 mm diameter 
preform at various ram velocities: (a) undeformed FEM grid; ram velocity- (b) 10 mm/s, (c) 15 mm/s, (d) 25 mm/s, (e) 5 
mm/s, and (f) 2 mm/s. Processing temperature (furnace)- 1250°C. 
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tremendously at the 2 mm/s ram velocity which might lead to can failure. It was, therefore, decided that the future 

simulations be conducted at the ram velocities of 5 and 10 mm/s only. 

Side Pressing in Two Directions. In this case the simulations were conducted compressing the billet in the 

vertical and the horizontal directions, to model the billet compression in two directions which is accomplished by 

rotating the billet 90°. Here, two can thicknesses 2.5 and 1.5 mm and two ram velocities 10 and 5 mm/s were used. 

First, the billet was deformed along the y-axis and then along the x-axis. Each time the billet was deformed by 5 

mm. Undeformed and deformed grids for a can thickness of 2.5 mm are shown in Figs. 3 and 4. Simulations 

exhibited in Fig. 3 are for a ram velocity of 10 mm/s and those in Fig. 4 for 5 mm/s. It may be noted that can 

separation occurs at some intermediate steps and that the lower velocity results in more uniform metal flow. Figs. 

5 and 6 show the corresponding simulations for a can thickness of 1.5 mm. The smaller can thickness resulted in 

lower can temperature. 

Billet Deformation in Longitudinal Mode 

Deformation Between a Full and a Partial Die. Here the simulations were conducted to examine the material 

flow pattern in the longitudinal direction. A can thickness of 4.76 mm was used (Fig. 7a). The billet was heated 

to 1250°C and then cooled for 30 seconds to increase the can flow stress. An additional 10 seconds of cooling was 

incorporated to consider the time period during which the billet rested on the bottom die before the deformation 

started. Fig. 7(b) shows the simulation where the billet was supported by the lower die and compressed 15 mm 

with a partial die using a 20 mm bite. The die has sharp corners. In the simulation of Fig. 7(c), the die corner was 

rounded-off and an excellent material flow was obtained. 

Fig. 8 shows the simulations which were conducted for a can thickness of 2.5mm, using two partial dies, 

at 5 and 10 mm/s ram velocities. Obviously, the lower velocity results in better material flow and smaller can 

separation. 

Multi-Step Simulations. Fig. 9 shows a five-step simulation of the cogging process using two partial dies. 

Because the deformation is symmetrical, only one-half of the billet was simulated. A ram velocity of 5 mm/s was 

used. The die location is indicated by the arrow shown. Fig. 10 shows the simulations for a can thickness of 1.5 

mm. In both the cases the billet was deformed by 5 mm in each step. 

Fig. 11 shows the deformation pattern for a can thickness of 1.5 mm and ram velocity of 10 mm/s. Note 

the can deformation at the end cap for this case. Here, the can separation is higher than that for 5 mm/s ram 

velocity. 

30-7 



^fe^                      (a) 

1550   - 

11.40    - 

3Ä>    - 

i             i             i 
0.00 3.80 7.60 11.40 1520 

X-axis 

"■00 SAO 11.» 17.40 

X-axis 
on 4J0 MO 14.40 

X-axis 

0.00 6.60 1320 19.00 

X-axis 
26.40 33.00 

Fig.3   Sequence of FEM predicted grid distortions for two directional deformation of a billet with 2.5mm thick can and 
31mm diameter preform at 10 mm/s ram velocity. Arrow indicates the ram movement Deformation sequence- b to e. 
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Fig.4 Sequence of FEM predicted grid distortions for two directional deformation of a billet with 2.5mm thick can and 
31mm diameter preform at 5 mm/s ram velocity. Arrow indicates the ram movement Deformation sequence- a to e. 
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Fig.5 Sequence of FEM predicted grid distortions for two directional deformation of a billet with 1.5mm thick can and 
31mm diameter preform at 10 mm/s ram velocity. Arrow indicates the ram movement Deformation sequence- b to d 
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Hg.6   Sequence of FEM predicted grid distortions for two directional deformation of a billet with 1.5mm thick can and 
31mm diameter preform at 5mm/s ram velocity. Arrow indicates the ram movement Deformation sequence-a to c. 
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Fig.8 HEM predicted grid distortion for 13% deformation of a billet with 2.5 mm thick can and 31 mm diameter preform 
using two partial dies; (a) undeformed FEM grid, (b) grid distortion at 10 mm/s, and (c) grid distortion at 5 mm/s ram 
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nun^ram velocity in longitudinal mode. Arrow indicates the die position. Deformation sequence-b to f. Furnace temp.- 
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Fig. 10 Sequence of FEM predicted grid distortions of a billet with 1.5mm thick can and 31mm diameter preform at 5 
mm/s ram velocity in longitudinal mode. Arrow indicates the die position. Deformation sequence- b to <L Furnace 
temp.- 1250°C. 
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Conclusions 

A number of simulations were conducted to examine the material flow in canned Ti-Al preform during 

cogging process. The simulations indicate that lower velocity and smaller can thickness provide a more uniform 

flow of the can and the preform. 
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Abstract 

Recent experience with multidimensional vortex dominated flows has given an indication that con- 

ventional algorithms in general do not live up to their traditional high-resolution capabilities. An 

interesting example is when field based methods of inferring vehicle loads which involve interroga- 

tion of the solution vortical field are used. It has been shown that these techniques can perform 

quite well yet are highly sensitive to spurious vorticity. Hence even seemingly minor errors in the 

vortical field can yield inadequate results. Another area of intense interest is computational aero- 

acoustics in which the degree of accuracy necessary requires extremely close attention to detail 

(physics) due to pertinent solution gradients being orders of magnitude smaller than that which the 

"high-resolution" schemes were designed. The effort here has been to develop and analyze a flow 

model incorporating multidimensional physics with only limited modifications to existing conven- 

tional flow software. Around 1986, Professor Charles Hirsch, et.al. presented a rather significant 

technique to optimally decouple the multidimensional Euler equations (inviscid equations of fluid 

motion). Although seemingly a rather impressive contribution to the computational community, 

the implementation of this mathematical technique has been quite cumbersome for those research- 

ers so inclined to utilize it. In as such, the broad acceptance of this approach has not yet been borne 

out. Since that time, investigations into the true multidimensional modeling of the flow physics has 

yielded some intriguing (yet often complicated) new philosophical approaches to solving the flow 

in more than one spatial dimension. For this effort the flow domain is restricted to two-dimensions. 

The base software is a conventional finite-volume high-resolution approximate Riemann solver in- 

corporating Roe averaging. Modifications were made to this software in order to utilize Hirsch's 

decoupling technique and multidimensional advection algorithm(s) presented in literature. This 

report focuses on an implementation of the multidimensional decoupling procedure which utilizes 

the fluctuation splitting theory outlined in literature yet does so on cell-centered quadrilateral- 

based data rather than on unstructured cell-vertex triangle-based data. 
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MULTIDIMENSIONAL ALGORITHM DEVELOPMENT 
AND ANALYSIS 

J. Mark Janus 

Introduction 

Around 1986, Professor Charles Hirsch, et.al. presented a rather significant technique to optimally 

decouple the multidimensional Euler equations (inviscid equations of fluid motion) [1]. Although 

seemingly a rather impressive contribution to the computational community, the implementation 

of this mathematical technique has been quite cumbersome for those researchers so inclined to uti- 

lize it. In as such, the broad acceptance of this approach has not yet been borne out. Since that time, 

investigations into the true multidimensional modeling of the flow physics has yielded some in- 

triguing (yet often complicated) new philosophical approaches to solving the flow in more than one 

spatial dimension. The theory behind one such approach forms the basis of the algorithm developed 

in the effort reported on herein. 

Prior to Professor Hirsch's effort, some other researchers [2], [3] had set out on the quest to quantify 

and rectify the errors produced when one-dimensional operators are applied in a split fashion to 

facilitate the solution of a multidimensional field problem. From the late eighties to the present 

much interest has been generated toward the inclusion of multidimensional physics in flow model- 

ing. This is evidenced by the numerous articles available in recent literature each describing the 

authors own interpretation of how Mother Nature operates and the basics on how to implement this 

theory in algorithmic (or software) form. Some approaches lean toward the simplicity of utilizing 

flowfield information to determine the orientation of the one-dimensional Riemann problem [3], [4], 

[5], [6], [7], while others utilize a fully multidimensional wave decomposition in determining an in- 

terface flux function [8], [9], [10]. Skeptics of these algorithmic pioneers would say that a truly 

successful (versatile) implementation of a multidimensional approach has been questionable (pri- 

marily lacking efficiency, accuracy not warranted, etc.). The bottom line has been that you could 

get comparable quality solutions by increasing the mesh density and using a more conventional al- 

gorithm. 

Recent experience with vortex dominated flows has given indication that conventional algorithms 

in general do not live up to their traditional high-resolution capabilities. An interesting example 

is when field-based methods of inferring vehicle loads which involve interrogation of the solution 
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vortical field are used. It has been shown that these techniques can perform quite well, yet they 

are highly sensitive to spurious vorticity [11]. Hence even seemingly minor errors in the vortical 

field can yield inadequate results. Another area of intense interest is computational aeroacoustics 

in which the degree of accuracy necessary requires extremely close attention to detail (physics) due 

to pertinent solution gradients being orders of magnitude smaller than that which the "high-reso- 

lution" schemes were designed. These are but a couple of reasons to keep interest alive and well 

in the latest algorithms currently under development. 

The effort here has been to develop and analyze a flow model incorporating multidimensional phys- 

ics with only limited modifications to existing conventional flow software. For this effort the flow 

domain is restricted to two-dimensions. The base software is a conventional finite-volume high- 

resolution approximate Riemann solver incorporating Roe averaging. Modifications were made to 

this software in order to utilize Hirsch's decoupling technique [1] and the multidimensional advec- 

tion algorithm(s) presented in [12]. Two implementations of the multidimensional decoupling pro- 

cedure were investigated; the first was similar to the characteristic split procedure outlined in [1] 

and ultimately proved to be unstable, the second utilizes the fluctuation splitting theory outlined 

in [12] yet does so on cell-centered quadrilateral-based data. This report focuses on the latter of 

the two implementations. 

Methodology 

The two-dimensional Euler equations in conservative form are written: 

Qt + Fx + Gy = 0   . (1) 

where Q is the vector of conserved variables and F and G are the flux vectors: 

Q = 

[Q~\ "      QU      ' r Qv 
QU QU2 + p QUV 
QV F  = QUV »                       Gy      - QV2 +p 
QK QUH QVH 

In [1], Hirsch proceeds to develop a system of diagonal, decoupled transport equations which are 

"fully equivalent to the original system of Euler equations in conservative form", This system can 

be written as: 

r, + D*W*X + D>W\ = s (2) 

where W* is a vector of advected quantities (entropy, a component of velocity, and two acoustic-like 

variables), Dx and I» are diagonal matrices of advection speeds, and S is a source term: 
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dW* = 

BQ - ±dP 

J(1> • dV 

k™ ■ dV + 
dp 
QC 

s = 
- § d(1) ■ V) (W3 + W*) 

£1 

- c (lw 

- c (Z(1> 
V) w2 

V) w2 

Hirsch showed that a particular choice of the vectors k^ and kf® will minimize the source term and 

hence will optimally decouple the system (note: the vectors l^ and tf® are perpendicular to k^ and 

k®\ respectively and also, in general, the system holds for any selection of k^ and k^). Hirsch 

showed that in order to minimize the source terms, k^ needs to be aligned locally to the pressure 

gradient and that k^ is related to the strain-rate tensor. The choice of these vectors was part of 

the investigation here and will be discussed in more detail shortly. The solution evolves in time ac- 

cording to Eq. (2) and is written as a set of scalar equationsof the form: 

W*t + A* ■ VW* =  Q* (3) 

The relationship (transformation matrix) between the vector of advected quantities and the conser- 

vative variables is given in [1] as: 

P = 

V   V 

0 

K 

- Qkf 
K 

|(/(2) • V) 

Q_ 
2c 

JL^iuK+ck?) 

JL-{vK+ckf) 

■£g(HK + cV ■ fe(1>) 

Q 
2c 

2>*" 
- ck™) 

Q 
2cK 

■XvK- ckf) 

Q WK- - cV ■ k( u) 

with 

K = fe(1> • fe(2) 

dQ = P dW* 

(4) 

(5) 

Note, in this matrix the dot product of the two vectors fe(1) and fe(2) appears in the denominator, thus 

this dot product cannot be allowed to go to zero (i.e. the choice of vectors cannot be such that the 

vectors are perpendicular to one another). If by Hirsch's optimum selection criteria this should oc- 

cur, then the second vector is chosen as Az(2) = k<-1K 
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Fundamental to Hirsch's development of Eq. (2) and the optimal decoupling procedure is the dia- 

gonalization of a linear sum of the flux Jacobian matrices. The flux Jacobian matrices originate 

from casting the Euler equations in quasilinear form beginning with the conservative form, Eq. (1). 

Maintaining discrete conservation while utilizing equations which are not in conservative form re- 

quires instituting a particular linearization procedure [13]. As stated in [12], for a triangle-based 

mesh, this results in taking the arithmetic average of the values of Roe's parameter vector Z [14] 

given as: 

Z = 
JQU 

JQV 
(6) 

at the triangle vertices, thus 

Z = Zl + Z2 + Z3 (7) 

Therefore except for the gradient terms, all data in the decoupled equations (e.g. wave speed and 

the transformation matrix P) is constructed from this specially averaged data, Z. This is analogous 

to the use of "Roe averaged" variables in one dimension [14]. The procedure implemented here on 

quadrilateral grids for using this theory, which requires the use of triangular "elements" in two-di- 

mensions, will be explained next. 

Consider the quadrilateral grid shown in Fig. 1, with cell centers indicated. Triangular elements 

with data stored at the vertices (as is necessary for utilizing the theory presented in [12]) can be 

formed by simply connecting the cell centers with a mesh and then taking the diagonal (either one) 

of the newly formed sub-grid, see Fig. 2. The coordinates of the primary mesh cell centers can be 

obtained geometrically by finding the intersection of the diagonals of each primary cell. Each pri- 

mary cell center is the common vertex of six triangular elements from the sub-grid, refer to Fig. 2. 

The procedure outlined in [12] for the advection of scalar variables according to Eq. (3) can now be 

utilized. The scheme referred to as LDA (Low Diffusion A) was that used in this study. 

The value of the dependent variables for each cell center was updated according to the following: 

«T -«1-flX ßkr,u Ar (VW" • X*) Ä* , (8) 

where the summation index T carries over all triangles having (ij) as a common vertex, while ßk
Tij 

represents the fraction of the residual of the kth wave in sub-grid element T sent to (ij). Aj is the 

31-6 



m 

Figure 1. Primary Quadrilateral Grid 
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Figure 2. Sub-grid Development 

area of the primary cell, whereas AT is the area of the sub-grid triangular element T, and the bar 

 k 
(   ) quantities indicate evaluation at the special "average" state of the sub-grid element T. R are 

the columns of the matrix P.  Presently, the boundaries are maintained using the primary grid, 

phantom cells, and characteristic variable boundary conditions [15]. This appears to work yet may 

be the source of solution difficulties encountered during this effort. A more rigorous treatment of 

the boundaries is in order. 

The modifications to the base software included a routine to locate the coordinates of each cell cen- 

ter, a routine to determine the flowfield gradients for each triangular element of the sub-grid and 
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subsequently the vectors k(1) and fe(2) based on this data, and a replacement routine for that which 

previously computed the residual based on a flux balance of each cell (finite volume). 

Results 

In order to test the modified software, two test cases were employed. The first was that of a simple 

shock tube modeled with a two-dimensional domain. Although the initial condition and solution 

are strictly one-dimensional (involving planar wave fronts traveling axially), this is a good test to 

determine adequacy of propagation of waves not aligned with the grid (by creating grids which 

slant) and is sufficiently simple to detect anomalous software behavior. The conditions across the 

shock tube diaphragm (i.e. the initial conditions) were a left to right pressure ratio of 10 to 1, a left 

to right density ratio of 8 to 1, and still air (no flow), see Fig. 3. 

gm W diaphragm 

left 

r^^^~ ̂ ^ MVMm MVT-^C 

right 

VvvvvvMmvvmvvv^n 

Figure 3. Shock Tube Configuration 

The solutions obtained from this test case have been puzzling. For a vertical grid (i.e. the cells of 

the quadrilateral grid are squares), the solution coming from the fluctuation split code is identical 

to that produced from a one-dimensional finite-volume approximate Riemann solver using Roe av- 

eraging. When the grid is slanted the solution deteriorates as shown in Figs. 4 and 5. The cause 

for this is presently not known. Many of the ingredients critical to the solution process have been 

interrogated to determine the source of the solution deterioration, yet nothing has shown signifi- 

cant promise as to being the source. Currently one area of interest is the choice of the second wave 

vector fe(2). Some ambiguity as to the "proper" choice to minimize the source term is found in litera- 

ture. Furthermore none of the approaches to minimizing the source term associated with the se- 

cond wave vector appear to actually zero the term. An approach is being investigated in this effort 

which truly zeroes the term when possible. Presently the source term is advected (distributed) in 

the direction of the wave propagation. This may be de-stabilizing to the solution when the source 

term is not appropriately minimized (i.e. when the choice of fe(2) still yields a source term of signifi- 

cant magnitude). As mentioned previously the dot product Eq. (4) can not be allowed to become too 
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small, thus it is the kf® vector which gets arbitrarily reset to insure that this does not happen. When 

this is done a minimal source term for the last two wave equations is not obtained. 

rho 
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Figure 4. Shock Tube Density Solution (lower wall) 
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Figure 5. Shock Tube Pressure Solution (lower wall) 

The second test case was that of a 15° confined ramp with an inlet Mach number of 1.9. The 15° 

turn angle results in an oblique shock cutting across the channel at approximately 48° to horizon- 

tal. This oblique shock then reflects off the upper wall (again turning the flow), but this time the 

turn angle is too great to be accomplished with an oblique shock and thus a Mach stem forms with 

a normal shock at the upper wall. This is followed downstream with further reflections and interac- 
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Figure 6. 15° Confined Ramp Configuration 

tion with an expansion fan emanating from the ramps downstream corner. Due to the complexity 

Figure 7. Second-Order Accurate Fine-Grid Solution (conventional algorithm) 

of this two-dimensional flowfield an exact solution is difficult to obtain (one could possibly use meth- 

od of characteristics). Rather, as a comparison 'standard', a solution from a conventional high-reso- 

lution algorithm with a fine grid and second-order accuracy is shown in Fig. 7. The figure shows 

pressure contours making the oblique shocks and expansion fan obvious. This solution was passed 

through the routine which determines the wave propagation vectors ka) and km to qualitatively 

assess the performance ofthat routine, see Figs. 8 and 9. 

Achieving a converged solution using the software modified with the fluctuation splitting theory 

has thus far proven to be difficult to say the least. One problem area currently being investigated 

is again the selection of the wave vectors. As the solution evolves in time, the wave vectors are 

constantly adjusting to it and as such cause the solution to further change. This feedback has been 

noted in the research of others as having hindered convergence. Infrequently updating the wave 

vectors has not corrected the problem and sometimes results in solution divergence. At present only 

intermediate solutions have been obtained (and scrutinized), see Fig. 10. It is noted in the inter- 

mediate solution that the position of the reflecting shocks does not coincide with that shown in the 

high-order solution 'standard'. This may be caused by the use of the original phantom cells to main- 
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Figure 8. First Wave Vector fe(1) (aligned with pressure gradient) 
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Figure 9. Second Wave Vector h^ (chosen here to truly zero the source term) 

Figure 10. Intermediate Solution from Fluctuation Split Code 

tain the boundary conditions. It also tends to make one think that the wave speeds used in the algo- 

rithm may be in error in some way. Each of these potential sources are being investigated at the 

present time. It should be noted that the solution produced using the fluctuation split code has only 

one-quarter the mesh cells ofthat shown in Fig. 7. For true comparison purposes, consider the solu- 

tion shown in Fig. 11. This solution was produced using a conventional algorithm, first-order accu- 

racy and the same primary grid as that used for the fluctuation split code. Note the degradation 
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Figure 11. First-Order Accurate Coarse-Grid Solution (conventional algorithm) 

in resolution for the oblique shocks is so great they begin to be indistinguishable on down the chan- 

nel. Although this is the case, the angles (both incident and reflected) seem to agree with the fine 

grid solution quite well. Therefore a serious look at the wave speed and boundary condition treat- 

ment is slated for the fluctation split code to determine the problem. 

Conclusions 

Recent multidimensional experience has indicated that conventional algorithms in general do not 

live up to their traditional high-resolution capabilities. The effort here has been to develop and 

analyze a flow model incorporating multidimensional physics with only limited modifications to ex- 

isting conventional flow software. For this effort the flow domain has been restricted to two-dimen- 

sions. The base software was a conventional finite-volume high-resolution approximate Riemann 

solver incorporating Roe averaging. Modifications were made to this software in order to utilize 

Hirsch's decoupling technique and multidimensional advection algorithm(s) presented in litera- 

ture. This report focuses on an implementation of the multidimensional decoupling procedure 

which utilizes the fluctuation splitting theory outlined in literature yet does so on cell-centered 

quadrilateral-based data rather than on unstructured cell-vertex triangle-based data. As evi- 

denced by the results shown here, the code is still in the development and debugging phase. One 

goal of this project has been met, in that the modifications to the base software included just three 

new routines (one replacing an original routine). Thus far the solutions obtained show the imple- 

mentation has promise, although how they stack up to solutions produced from more conventional 

software (compared side by side) has yet to be shown. 
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Iwona M. Jasiuk 
Associate Professor 
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Abstract 

The characterization of fiber-matrix interfaces in metal-matrix composites is the primary 

focus of this research program.   This research is in collaboration with the Materials Research 

Division at Wright Patterson Air Force Base (WPAFB) and it is still in progress.   There are two 

components of this research: the Theoretical and Numerical Part, which is described in this report, 

and the concurrent Experimental Program being conducted in Dayton at WPAFB under the direc- 

tion of Dr. Dan Miracle in the Materials Research Division.   The goal of this research is to 

develop test methods suitable for analyzing interfaces in metal-matrix composites and to develop 

the theoretical understanding of these tests so the results can be correctly analyzed and inter- 

preted.   This will advance the understanding of these complex materials and will lead to the 

design and manufacture of superior and more reliable composite materials. 

32-2 



CHARACTERIZATION OF INTERFACES IN METAL MATRIX COMPOSITES 

Iwona M. Jasiuk 

Introduction 

In composite materials the fiber-matrix interface plays a crucial role and it influences both the 

local stresses and the effective properties of composites (see e.g. Drzal and Madhukar, 1993). 

For example, stiffness and strength depend of the load transfer across the interface, toughness is 

affected by the fiber pull-out or crack deflection mechanisms, ductility is influenced by the relax- 

ation of high stresses near the interface (Clyne and Withers, 1993).   It is not surprising, therefore, 

that much of the recent research in the area of the mechanics of composite materials has focused 

on the interfaces, but due to the complexity of the subject many issues still remain unresolved.  A 

fundamental problem in this area is how to characterize the interfaces. 

In this research we focus on the characterization of interfaces in metal-matrix composites. 

Background Information 

1. Metal-Matrix Composites 

Metal-matrix composites (MMC) are becoming very strong candidates as structural materi- 

als for high-temperature and aerospace applications (Rosenstein, 1991), and are also being used in 

automotive and general engineering fields (see e.g. Chawla, 1987; Schoutens, 1989; Taya and 

Arsenault, 1989).   The metal matrix has numerous advantages.   These include high tensile 

strength and Young's modulus, high melting point, small coefficient of thermal expansion, 

increased creep and wear resistance, good resistance to moisture, dimensional stability, joinabil- 

ity, high ductility, high toughness and impact properties, high surface durability, high electrical 

and thermal conductivity, and other.  In addition, MMCs are resistant to severe environments and 

retain strength at high temperatures.   For high temperature applications MMCs have more 

desired properties than polymer matrix composites and are more reliable than ceramic matrix 

composites.   From the scientific point of view, however, MMCs are very complex and therefore 
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still not well understood. The complicating factors are nonlinear behavior of the matrix includ- 

ing plasticity (Doghri and Leckie, 1994), extremely complex fracture and fatigue behaviors, and 

other factors (see e.g. Majumdar and Newaz, 1992). 

There are many factors that influence the properties of MMCs.   These include: 

- properties of reinforcement, surface finish, wettability, crystalline perfection, shape (aspect 

ratio) of reinforcement, geometric arrangement of fibers (fiber spacing and orientation), and vol- 

ume fraction of reinforcing fibers; 

- properties of matrix, both elastic and plastic (work hardening), dislocation density, grain 

structure, ductility, alloying chemistry, toughness, and effects of porosity; 

- fiber/matrix interface propeties and structure, interfacial bond strength, thickness of reac- 

tion zone, interface constituents, differences in Poisson's ratios and thermal expansion coeffi- 

cients, reactions at the interface, mechanical aspects of interface, interdiffusion of constituents, 

and effects of fiber spacing on matrix hardening; 

- residual stresses resulting from the thermo-mechanical history of composite; 

- effects on constituent properties of processing variables such as pressure, temperature, 

porosity, fiber breakup and misalignment, degradation of fibers due to high temperature reactions, 

mechanical damage induced by processing, machining, handling, impact, and other factors 

(Schoutens, 1989). 

Out of these factors the reinforcement/matrix interface and mechanics of fracture are the two 

most outstanding and least understood problems. 

2. Interfaces in Metal-Matrix Composites 

In most MMCs a gradient in chemical potential exists at the fiber/matrix interface.  This dif- 

ference in the potential gives rise to diffusion and chemical reaction processes when composites 

are subjected to high temperatures during processing.   Thus the interaction zone, called inter- 

phase, develops.   If this region is a few Angstroms in thickness, it is desirable for good bonding 

but its overgrowth is detrimental to the overall properties of composites.   The interphase region 

consists of the fiber and matrix materials that have reacted over some radial distance from the 

fiber to produce various oxides or carbides (Cantonwine and Wadley, 1994; Das, 1990; Loretto 

and Koitzer, 1990; Rosenstein, 1991; Schoutens, 1989; Yang and Jeng, 1989).   These have in 

general a greater specific volume than other components and thus introduce internal stresses.   In 
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addition, as expected from the diffusion theory the density of such oxides or carbides will vary 

radially giving rise to "gradients" in elastic properties in the interphase.   These complex pro- 

cesses at the interface may also yield multiple interfaces (Schoutens, 1989).  This greatly compli- 

cates the study of interfaces in MMCs. 

In studying the interfaces it is important to distinguish different types of bonding.   These 

include mechanical and chemical bondings.   The mechanical bonding involves mechanical grip- 

ping of the fibers by the matrix.   The chemical bonding includes wettability bonding which 

occurs at an electronic scale and reaction bonding involving transport of atoms controlled by dif- 

fusion. 

3. Tests to Characterize Interfaces 

There is a number of experiments that are currently used to measure the properties of inter- 

faces in composite materials. These include the fragmentation test, the pull-out test, the droplet 

test, the push-through test, the push-in (microindentation) test, the transverse test, the slice com- 

pression test, and other. 

The fragmentation test involves embedding a single fiber in the matrix, loading the specimen 

until fiber breaks into segments, and then measuring the mean aspect ratio of the broken fiber 

pieces.   In this test the loading is applied until the fiber lengths become so short that the shear 

stresses at the interface do not cause enough tensile stress in the fiber to result in any additional 

breaks.   Traditionally, these measurements have been done optically on polymer matrix compos- 

ites, which are transparent, by using light microscope.   An acoustic emission technique, devel- 

oped recently, does not require a transparent matrix and therefore can be also used for ceramic and 

metal matrix composites (Waterbury et al., 1994; Wooh and Daniel, 1994).   However, the sensi- 

tivity of this method requires that fibers need to be large in diameter.  One of the criticisms of this 

test is that it is not clear what interfacial characteristics are being measured there (Clyne and 

Withers, 1993). This test has been considered either experimentally or analytically by Curtin 

(1991), Di Anselmo et al. (1992), Feillard et al. (1994), Gent and Liu (1991), Jones and DiBene- 

detto (1994), Nedele and Wisnom (1994), Wagner and Eitan (1993), Waterbury and Drzal (1991), 

Yang and Knowles (1992), and others. 

The fiber pull-out test usually involves a single fiber embedded in a matrix.   A steadily 

increasing force is applied at the free end of the fiber until either the pull-out occurs or the fiber 
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breaks, while the load-displacement characteristics are recorded.   The papers involving this test 

include those of Atkinson et al. (1982), Bartos (1980), Betz (1982), Dollar and Steif (1988), 

Hsueh (1990a,b; 1991a,b; 1993b), Kendall (1975), Kim et al. (1993), Marotzke (1994), Marshall 

(1992), Penn and Chou (1990), Zhou et al. (1992), Yue and Cheung (1992), and others. This test 

has been extensively applied to polymer composites, but it has been also used to obtain critical 

stresses in MMCs.   However, there are difficulties in the preparation and handling of the speci- 

men of MMC. Since the matrix is relatively stiff and the bonding is usually good, the fiber often 

prematurely breaks. 

Similar to this method is the microdrop technique (droplet test), which involves the fiber 

pull-out from the spherical droplet of epoxy.   The disadvantages of this method are that the 

results are very sensitive to the position and type of support used.  This factor may be responsible 

for a high scatter in results obtained from this test. 

Another method is the fiber push-in test (also called micro-indentation technique), which has 

been proposed by Marshall (1984) and Mandell and his coworkers (Grande et al., 1988), in which 

a standard microindentation hardness tester, such as Vickers pyramid, can be used. The prepara- 

tion of the specimen involves polishing of a surface of a composite having continuous fibers 

aligned perpendicular to its surface.   Then fibers are individually compressively loaded until deb- 

ond and/or slip occurs at the interface.  The advantage of this method is that it is an in-situ test for 

real composites.  This test has been applied mostly to ceramic-matrix composites. In this case the 

matrix is linearly elastic and the interface debonds easily.   When this test is used for testing the 

interfaces in metal-matrix composites, due to a stronger bond, it often yields to the damage of the 

indentor before any debond is observed. The fiber push-through method (push-out) is closely 

related to the push-in test. The difference is in the smaller thickness of the specimen, which 

allows the fiber to slide through. Theoretical and experimental studies in this area include Bright 

et al. (1989), Eldridge (1992), Eldridge and Brindley (1989), Ferber et al. (1993), Hsueh 

(1990b,c,d), Hsueh et al. (1989), Kallas et al. (1992), Koss et al. (1993, 1994), Mackin and Zok 

(1992), Majumdar et al. (1993), Marshall and Oliver (1987), Marshall et al. (1992), Mital and 

Chamis (1991), Parthasarathy et al. (1991), Shetty (1988), Wang et al. (1992), Warren et al. 

(1992), Watson and Clyne (1992a,b), Weihs and Nix (1988, 1991), and others. 

The detailed discussion on the above four tests and their comparison and the additional list 

of references are given in Herrera-Franco and Drzal (1992) and Herrera-Franco et al. (1992). 
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■ The transverse test involves observations of the interfacial damage initiation and propaga- 

tion on the transverse polished surface of a unidirectional fiber reinforced composite, when a 

remote uniaxial load is applied. The analytical and numerical solutions for this type of loading 

and geometry have been considered by Folias (1991), Highsmith et al. (1990), Marshall et al. 

(1994), Nimmer et al. (1991), and others. 

Fiber protrusion/intrusion during thermal cycling (Cox, 1990) has also been proposed to 

study the interfacial characteristics. The measurements of relative displacement of fiber and 

matrix surfaces during heating and cooling provide estimates of the interfacial shear strength and 

residual stresses.   This test has been applied to titanium and titanium aluminide composites with 

continuous SiC fibers (Cox et al., 1992) and a shear lag type of analysis (approximate) was used 

to analyze the results. 

The interpretation of the results of all these tests is still an open question as the correspond- 

ing mechanics analyses are usually of strength of materials type, i.e. approximate, and involve the 

shear lag model.   Also, the finite element studies often do not account for all the phenomena 

occuring in the composite. 

In case of metal-matrix composites the problem is even more complicated as the currently 

existing tests may not be fully suitable for these systems and they may need to be modified. Also, 

the theoretical analyses for the metal-matrix composites are much more complex due to the non- 

linear behavior of the matrix, plasticity, residual stresses, complex crack propagation processes, 

and a complicated microstructure of the interphase. The experimental challenges include the fact 

that the matrix is non-transparent and due to a stronger bond and the stiffer material properties the 

tests are more difficult to conduct. The crucial issue is what tests for characterizing the interfaces 

are suitable for MMCs (Clyne and Withers, 1993). 

There is a number of important issues involved in the characterization of interfaces.  A com- 

mon approach has been to determine the stress level at which the damage (inelastic processes) ini- 

tiate.  However, this is a complex issue as different combinations of stresses may initiate the same 

process.   Another problem involves measuring of interfacial toughness and this requires very 

careful experimental procedures, which are very difficult for metal-matrix composites. 
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Discussion of research 

The experimental characterization of fiber-matrix interface in metal-matrix composites is the 

subject of current studies in the Materials Research Division at Wright Patterson AFB under the 

direction of Dr. Dan Miracle.  The following four tests involving the characterization of intefaces 

are currently being explored there: the SLICE COMPRESSION test, the PUSH-IN test, the 

FRAGMENTATION test, and the TRANSVERSE test.   These tests are applied to unidirectional 

fiber reinforced metal-matrix composites; the composite systems studied are titanium-based 

metal-matrix composites with continuous SiC fibers.   During my eight weeks long visit at 

WPAFB I have done a throughout review of literature covering the experimental procedures and 

theoretical analyses of the above tests.   Also, I have interacted with the scientists involved in the 

experimental aspects of these tests and brainstormed on the key issues involved in each of these 

tests. Since I was most involved in the slice compression test, which is the newest and thus least 

understood test, I have conducted some preliminary finite element calculations in order to under- 

stand better the physics of this test, and have done some preliminary calculations pertaining to 

this test. This work is currently in progress. 

In the following I describe the slice compression test, and the test related to it, the HIDE test. 

1. The SLICE COMPRESSION Test 

The SLICE COMPRESSION test was introduced by Shafry, Brandon and Terasaki (1989) 

and has been used so far on ceramic matrix composites. In our research we use it on the metal- 

matrix composites. This test involves pressing of the polished transverse surface of a unidirec- 

tional metal-matrix composite on the brass surface as shown in Fig. 1.   As the matrix is more 

compliant than the fibers, the fibers make imprints on the brass specimen.   Accurate measure- 

ments of the depths of these indented areas can be made for a given applied load.  The challenge 

here is how to interpret these results and thus there is a need for the mechanics solution.  This is a 

very complex contact problem for several reasons: 

- This is an elasto-plastic problem with a complicated geometry, thus intractable analytically; also 

the measured data accounts for plastic deformation only, not the elasto-plastic deformation which 

is present under loading. Brass is a material having elastic-strain hardening behavior. The prob- 

lem of indentation of an elastic block on such a material is a very complex one and the closed 

form solution does not exist. The additional complication is the inhomogeneous nature of the 
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indenting material, which is a composite material consisting of the matrix and the fibers. How- 

ever, if one desires the analytical solution to this problem one needs to know what load is trans- 

ferred by the brass to the composite. Knowing this one can proceed with the elasticity solution as, 

based on the preliminary calculations, it is believed that the matrix will not undergo extensive 

yielding under the loads applied during the test. 

APPLIED LOAD 

Fig. I. The SLICE COMPRESSION test. 

- From the elasticity point of view there will be singular (infinite) stresses due to the sharp cor- 

ners (fiber ends) at the surface and at the crack tip at the interface as the interfacial damage 

occurs.   The complication here is that in addition to the three materials in contact there is the 

interphase layer(s) of yet unknown properties. Thus, it will be very difficult to determine the 

nature of singularity a priori. Also, when studying the crack initiation and propagation we will 

need to make a decision about the type of fracture criterion to be used. Based on the experimental 

observations it is believed that the fracture will be of brittle type and thus the strain energy crite- 

rion will be appropriate. However, due to the singular nature of stresses (obtained from an elastic- 

ity solution), and thus a local plasticity, this will be very difficult to assess precisely. The subject 

of singular stresses has been addressed by England (1971), Hein and Erdogan (1971), Kurtz and 

Pagano (1991), Lee and Jasiuk (1991), Zak and Williams (1963), and others. The subject of frac- 

ture at bimaterial interfaces has been considered by Chou and Tetelman (1971), Jensen (1990), 
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and Shih (1991), among others. 

- The effect of residual stresses and in particular the incorporation of the temperature dependence 

of properties in the calculations of the test is to be used at elevated temperature. This problem is 

difficult analytically due to the complex geometry involving end effects (Kaw and Goree, 1991; 

Kurtz and Pagano, 1991). The subject of residual stresses has been addressed by Arnold and Wilt 

(1992), Ghonem et al. (1994), Nimmer (1990), and Pindera et al. (1993), among others. 

Due to the complexity of this problem a numerical solution using finite element method will 

be required. However, the elasticity solutions will contribute to the understanding of the physical 

behavior, in particular in the regions where the stresses are singular, and will give guidance in the 

numerical studies. The challenge here will be to capture the residual state of stress existing prior 

to loading, the extent of the plastic zone, the crack initiation/damage propagation at the interface, 

the microstructure information about the interphase zone, the roughness of the interface, the fiber 

interaction, and other factors. 

This test has been studied theoretically and experimentally by Hsueh (1993a; 1994a,b), Lu 

and Mia (1994), and Kanagawa and Honda (1991). However, the published theoretical analyses 

of this test involve oversimplifying and in several instances erroneous assumptions. Thus there is 

a need for the more careful theoretical analysis of this complex test. Also, a number of experi- 

mental improvements of this test are currently being explored and incorporated at WPAFB. 

In general, a very important issue is how to account for the fiber interaction. In a typical uni- 

directional fiber reinforced composite the volume fraction is about 60%.   This means that the 

fibers are very close to each other and they interact.   Both the residual stresses and those due to 

the mechanical loads are disturbed due to the presence of neighboring fibers.   In fact the stress 

field will be very non-uniform.  There exist approximate analytical treatments of fiber interaction, 

such as Mori-Tanaka method (Mori-Tanaka, 1973), which involve the single inclusion solution 

but the loading is modified to include the average stress in the matrix.   Another approach is the 

composite cylinder assemblage concept of Hashin and Rosen (1964), which involves a represen- 

tative volume element in the form of a composite cylinder.   A similar model is a three phase 

model (Christensen and Lo, 1979), which involves a fiber surrounded by a concentric cylinder 

having the matrix properties and embedded in the effective medium of yet unknown properties. 

These approaches are used in the theoretical predictions of the effective properties of composite, 

while on the local level they provide estimates but only for the average stress or strain in the com- 
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posite, and not the actual fields. 

Currently, in the preliminary stage of this study, the tests are done on model composites 

which have a dilute volume fraction of fibers i.e. the spacing is large (around 9 diameters). This is 

done in order to achieve a better control of parameters. Thus, the issue of fiber interaction does 

not enter here. However, the goal is to use this test on real composites so that a good statistical 

information can be obtained as a large number of fibers is considered.  The interpretation of these 

statistics will be very difficult due to the non-uniform stresses in the composite as discussed above 

and due to the statistical variations in interfacial properties.   In addition, in these problems the 

interfacial property is an important input to the numerical or analytical solution, but this is not 

known a priori. Therefore, an inverse problem type of approach may be needed and here the close 

experimental and theoretical connection is crucial. 

The other important issue is the effect of surface roughness. This factor is usually not incor- 

porated in the analyses. However, several papers on that subject have appeared recently. These 

include those of Kerans et al. (1994), Mackin et al. (1992), Marshall et al. (1994), Wang and Rack 

(1992), and others. 

The simple analytical solution will be sought to the slice compression test. The approach to 

be taken will be along the line of papers by Gao et al. (1988), Hutchinson and Jensen (1990), 

Liang and Hutchinson (1993), McCartney (1989), and Steif (1984). 

2. The HIDE Test 

The HIDE test is similar to the SLICE COMPRESSION test but it involves the application 

of a hydrostatic pressure at the polished transverse surface of a unidirectional composite.   The 

advantage of this test is that the applied loading is a uniform traction known a priori but the exper- 

imental challenge remains how to increase the magnitude of this load.  The advantage of this test 

is that again it can be used on a real composite and thus a statistical information can be collected. 

This problem, although more tractable, poses similar challenges from the theoretical viewpoint as 

again there will be high stresses at the material discontinuity at the surface (elasticity solution 

may give singular behavior, which is dependent on the mismatch in elastic and thermal constants; 

see for example Lee and Jasiuk, 1991), local plastic deformation, crack initiation and propagation 

at the interface or elsewhere, and the end effects.   For the above reasons this problem is again 

intractable analytically and a numerical solution will be required, while analytical approaches will 

32-11 



give guidance in the numerical efforts.   The additional challenge here, and in the other two tests, 

is how to treat the singularity at the crack tip which is at the bimaterial interface and the sharp cor- 

ners.  This test has been explored by the experimentallists at WPAFB but is currently on hold due 

to the experimental challenge in applying the load high enough to cause the debonding. 

3. The Numerical Example 

To explore several issues involved in the numerical treatment of the above tests we consider 

the finite element solution (see Fig. 2) of the composite speciman by using the commercial finite 

element ANSYS package.   In the numerical example to be discussed we consider a two phase 

composite consisting of titanium matrix and continuous SiC fibers.   This is a preliminary study 

and since we do not have yet available all the experimental parameters we consider an idealized 

situation.   We assume a linear elastic behavior and evaluate the residual stresses.   In reality the 

deformation may be locally elasto-plastic.   The fiber/fiber interaction is accounted for (approxi- 

mately) by a composite cylinder model, and thus the problem becomes axisymmetric.   Also, we 

assume that the fiber/matrix interface is a two dimensional surface and is perfectly bonded.   In 

real systems an interphase region will be present.   Fig. 2 gives the effective stress contours 

everywhere in the cylinder.   This will indicate where plasticity will initiate in this idealized sys- 

tem.   The next step is to follow this damage initiated at the surface.   One can assume that the 

crack path follows the interface and the new location of the crack tip is now below the surface. 

The crack direction can be predicted theoretically by evaluating the stress intensity factors.   This 

can be done numerically.   However, this is a very complex problem due to the unknown proper- 

ties of the interface. If we would consider the distributions of stress components such as the 

radial or the shear stresses, we would observe very high stresses at the free surface at the fiber- 

matrix interface.   The elasticity solution would give the singular stresses at that location. 

In conclusion, the finite element modelling must be fully integrated with the experimental 

results, in particular with the observations on the progress of damage.   Also, as seen from this 

simple example the finite elemet method has its limits and the concurrent analytical studies will 

be very useful. 
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Fig. 2 Residual stresses in a composite cylinder (effective stress). 
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REED-SOLOMON DECODING ON CHAMP ARCHITECTURE 

Jack S.N. Jean 
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Abstract 

The CHAMP (Configurable-Hardware Algorithm-Mappable Preprocessor) archi- 

tecture was developed at Wright Laboratory for computation intensive operations 

across a wide variety of avionic applications. It is oriented to high speed fixed point 

operations and is cost effective compared to special purpose VLSI chips or general 

purpose supercomputers. However, it is difficult to "program" the architecture, even 

when a sequential code is available. Reed-Solomon (R-S) decoding is an important 

task in many applications. It requires high speed fixed point operations and is there- 

fore considered a good candidate to be implemented on CHAMP architecture. This 

three-month summer research effort was to study the feasibility of mapping R-S de- 

coding on CHAMP and to generalize the results. The tasks performed include (1) 

Converted a FORTRAN code for R-S coding to C code, (2) Designed a R-S decoder 

with VIEWLOGIC schematic editor that results in a hierarchy of 37 schematics, some 

of them down to gate level, (3) Proposed a partition scheme that requires an utilization 

ratio of around 70% to 80% for the R-S decoder on CHAMP, and (4) Identified two 

basic types of nested-loops, namely, loops with shift-invariant dependence graphs and 

those without, and proposed corresponding solutions. 
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REED-SOLOMON DECODING ON CHAMP ARCHITECTURE 

Jack S.N. Jean 

1    Introduction 

The CHAMP (Configurable-Hardware Algorithm-Mappable Preprocessor) architecture 

was developed at Wright Laboratory for computation intensive operations across a wide 

variety of avionic applications. In the CHAMP architecture, commercial FPGA (Field 

Programmable Gate Array) chips are arranged into a ring and augmented with a crossbar. 

The architecture is more flexible than special purpose VLSI chips and is much cheaper 

than general purpose supercomputers with comparable computing power. A VME board 

implementatin of the architecture by Lockheed Sanders Inc. has been demonstrated to 

achieve two billion operations per second in the processing of infra-red images. 

Similiar to Von Neumann machines, a CHAMP board can be programmed for var- 

ious operations due to the existence of on-board FPGA chips. However, the "coding" 

process currently is very different from traditional computer programming and is more 

like performing circuit designs. For each application, a sequential code is first developed 

and simulated on a sequential machine, data flow is then analyzed, circuit design is per- 

formed and described in terms of either a HDL (Hardware Description Language) or a 

circuit schematics, and finally the circuit is partitioned, placed, and routed on multiple 

FPGA chips. The lengthy process is similar to, or arguably even more difficult than, pro- 

gramming a Von Neumann machine in machine codes. Because of this reason, it is not 

easy to "program" the CHAMP board, at least not before a CHAMP compiler becomes 

available. 

The 12-week summer research effort is related to the CHAMP coding of a specific 

application, the Reed-Solomon (R-S) decoding.  More specifically, the study focused on 
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the conversion of sequential C code for R-S decoding to circuit schematics. There were 

two objectives of the study. 

1. To estimate the feasibility of applying the CHAMP board to the R-S decoding which 

has more sophisticated data flow than the previous application in infra-red image 

processing. 

2. To identify techniques required to derive a circuit schematics (or HDL) from a C 

code for general applications. 

CHAMP Overview As shown in Figure 1, CHAMP contains a "crossbar" to inter- 

connect a ring of PEs (Processing Elements) and some global memory. Each PE consists 

of two FPGA chips which are run-time reprogrammable (reconfigurable) and some local 

memory. Several FPGA chips are put together to form the "crossbar" which can also be 

programmed to perform some computations. The architecture can provide the computing 

power that commercial microprocessors cannot achieve and is cost effective compared to 

special purpose VLSI chips or general purpose supercomputers. 

The CHAMP board implemented, by Lockheed Sanders Inc. has eight PEs, each 

containing two XILINX XC4013 FPGA chips and 64KB of dual-port local memory. Also 

contained on the board are a crossbar containing 4 XC4010 chips, a quad-XC4010 con- 

troller, a 512KB tri-port global memory, a VME interface, an RS232 serial port interface, 

and a video I/O interface. The board has been applied to the processing of infra-red 

images and achieved two billion operations per second. 

Reed-Solomon Decoding R-S codes have excellent burst error-correcting capabil- 

ity and have been applied to many areas, including deep-space communication, teletext 

broadcast, frequency-hop spread spectrum systems, and optical communications. The 

(31, 15) R-S code is currently employed in the Joint Tactical Information Distributed 
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Figure 1: CHAMP architecture overview 

System (JTIDS). An R-S codec is asymmetric because the encoding process that at- 

taches error checking codes is much easier than the decoding process that recovers the 

information from noise-contaminated codes. 

The (31, 15) R-S code is defined over a Galois finite field of size 31 and all the elements 

in the finite held, or symbols, can be encoded in five bits. For every 16 information 

symbols, or 80 information bits, 15 error checking symbols, i.e., 75 bits, are attached to 

the symbol string. The decoding process is to recover the 16 information symbols from 

31 received (or retrieved) symbols. 

There are five basic steps in the RS-decoding of a 31-symbol string. A technical 

report documenting those steps and a corresponding FORTRAN code was available at 

the beginning of the research [2]. The code was converted into C code and simulated. 

The C code clearly defines the decoding algorithm, allows verification of several control 

flow changes, and provides some testing vectors for each step. In a previous work [4], a 

VLSI implementation was developed for R-S coding with a more regular algorithm. That 

algorithm was not selected due to the second research objective, i.e., to study mapping 
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techniques for algorithms with more general data flow. 

After the data dependency in each step was analyzed from the C code, it became 

clear that all the expensive computations were associated with loops, especially two-level 

nested loops. It was also discovered that most of the two-level nested loops could be 

represented in a two-dimensional dependence graph and parallelized with a projection 

technique. 

Report Outline In Section 2, dependence graphs and a projection technique are in- 

troduced. With the projection technique, the schematics for R-S decoding is derived and 

summarized in Section 3. Each of those five steps involved in R-S decoding is described 

along with the analysis performed. A CLB (Control Logic Block) count and a partition 

plan are also described in the section. Section 3 concludes the report. 

2     Dependence Graphs and Projection 

Using dependence graphs (DGs) to describe computations involved in a nested loop and 

adopting projection to derive a processor array are commonly found in Systolic Array 

research area [1]. This section briefly introduces the techniques. 

2.1     Dependence Graphs 

An indexed DG can be considered as the graphical representation of a single assignment 

algorithm. It is a directed graph, where a node with index i represents computations of 

variables associated with index i in the single assignment form, and an arc from node i 

to j denotes a data dependency from an z'-indexed variable to a /-indexed variable. 

A DG can be constructed based on the space-time indices in the recursive algorithm. 

For example, a matrix-vector multiplication can be described in the following C code and 

its corresponding DG is shown in Figure 2(a). 
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Figure 2: DG for matrix-vector multiplication:  (a) with global communication and (b) 

with only local communication. 
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Figure 3:  Illustration of (a) a linear projection with projection vector d; (b) a linear 

schedule s and its hyperplanes. 
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for(i=0;   i<4;   i++)  { 
C[i]  = 0; 
for(j=0;  j<4;  j++) 

C[i]  += A[i][j]   * B[j]; 
} 

Note that the dependency arcs in the above DG are not all local, i.e., the lengths of some 

arcs are proportional to the size of the matrix. In order to derive an array processor with 

only local interconnections, it is desirable to modify the DG such that all the arcs are 

local. This can be accomplished by modifying the indices of the involved variables. The 

localized DG for the matrix-vector multiplication is shown in Figure 2(b). Note that only 

the dependencies between nodes are shown in Figure 2. The operations inside each node 

are not explicitly shown in the DG. 

Definition: A DG is shift-invariant if the dependence arcs corresponding to all nodes 

in the index space remains unchanged w.r.t. their positions. Formally, this means that 

if a variable at i2 depends on a variable at ix-j, then a variable at i2 will depend on a 

variable at i2-j in the same manner. Note that the node functions can be different and 

the border I/O nodes are exempted from such a condition. 

2.2    Projection and Scheduling 

A straightforward implementation of a DG is to assign each node in the DG to a processor 

element (PE). This is not efficient since each PE only executes one computation in the 

algorithm. Therefore, we would like to let each PE execute multiple nodes in the DG and 

yet achieve maximal parallelism inherent in the DG. This requires a systematic mapping 

from the DG to the processor array. In mapping shift-invariant DGs onto systolic arrays, 

we need to specify the node assignment and the schedule for the DG, which are explained 

as follows. 
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• The node assignment specifies how nodes in a DG are assigned to the PEs in the 

array. A projection of a DG is a linear mapping of the nodes of the DG to PEs, in 

which nodes along a straight line are mapped to a PE. The projection direction is 

denoted by a vector d (see Figure 3(a)). 

• The schedule specifies the execution time for all the nodes in the DG. The scheduled 

execution time of a node is represented by a time index. A linear schedule, denoted 

by 5, maps a set of parallel equi-temporal hyperplanes to a set of linearly increased 

time indices, where s*is the normal vector of the equi-temporal hyperplanes. That 

is, the time index of a node can be mathematically represented by J^i, where i 

denotes the index of the node. 

In order to obtain a systolic design, the projection vector (d) and the schedule vector 

(s) have to satisfy two constraints. 

1. (Fe > 0: Here e denotes any edge in the DG. That is, if node i depends on the 

output of node j, then the node j is scheduled before the node i. The number s e 

denotes the number of delays on the edge in the array. 

2. sTd > 0: The projection vector d and the schedule vector s cannot be orthogonal 

to each other. 

3    R-S Decoder Design 

Once the FORTRAN code was converted into a C code, the data dependency in each step 

was analyzed, a circuit was designed for each step and its schematics was input using the 

VIEWLOGIC schematic editor on a 486PC. At the end, schematics for all the steps were 

put together and the number of latches between steps was calculated. Function diagrams 

were regrouped so to put highly interconnected blocks together. The number of CLBs 

(Control Logic Block) used was estimated for each small functional unit and then for 
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the whole schematics so to estimate the feasibility of implementing R-S decoding on the 

CHAMP board. 

In this Section, each step is analyzed and its result summarized. Feasibility is pre- 

sented after all the steps are discussed and put together. 

3.1    Design Description 

The algorithmic meaning of the following five steps was clearly explained in Huffman's 

technical report [2] and is omitted here. The major computation part of each step is 

described as a C code and its associated DG is analyzed for a proper projection operation. 

Stepl: Compute Power Sum Given an input stream of symbols, icode[i], Stepl is to 

evaluate a set of polynomials with the following C code to define the output power_sum[i]. 

Note that mul_gf(a,b) is the multiplication result of a and b on the Galois field. 

for(i=0;   i<16;   i++)  { 
power_sum[i]  = 0; 
for(j=0;  j<31;  j++) 

power_sum[i]  = mul.gf(power_sum[i],  alpha(i+l))~ icodeCj]; 
} 

The DG is two dimensional with 31 nodes along the j-axis and 16 nodes along the 

i-axis. Since alpha(i+l) is a constant along the j-axis, a projection was taken along the 

j-axis so to take advantage of the constant. As a result, 16 copies of hardware were used in 

the projected array and all the multiplications were replaced with simpler table lookups. 

Step2: Compute Elementary Symmetric Function Step2 contains two parts: 

S2_Front and S2_Loop. S2_front is as follows. 

erase_sig[0]  =  1; 
for(i=l;   i<=no_erase;  i++) erase_sig[i]  = 0; 
for(k=0; k<no_erase; k++) /* the first two-level nested loop */ 

for(i=0;  i<=k;   i++) { /* erase_loc[]   is input */ 
tmp = erase_sig[k+l] ~  erase_sig[i]; 
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erase_sig[k+l]  = mul_gf(erase_loc[k], erase_sig[i]); 
erase_sig[i]  = tmp; 

} 

for(i=n-k-no_erase;  i<=n-k;  i++) modified_snd[i]  = 0; 
for(j=0;  j<n-k-no_erase;  j++)    {./* the second two-level nested loop */ 

modified_snd[j]  = 0; 
for(i=0;   i<= no_erase;  i++) 

modified_snd[j]   "= mul.gf(erase_sig[i], power_sum[j+no_erase-i]); 
} 

It basically contains two two-level nested loops. The first one has a DG of triangular 

shape and a projection along the k-axis was used. Since the variable no.erase, or equiva- 

lent^, the range of loop index is run-time dependent, the size of the projected array was 

chosen to be the largest possible one, i.e., 16. The second two-level nested loop has a rect- 

angular DG and the projection was chosen to go along the i-axis. The variable erase_sig 

was propagated along the negative j-axis and the variable power_sum was chosen to go 

along the positive anti-diagonal (i=j line) direction. 

As to the S2_Loop part, it is the most difficult part of the whole design. The following 

is the C code for S2_Loop. 

m = -1;     dm =  1;     di = power_sum[0];  li = 0;     lm = 0; 
for(j=l;  j<=(n-k)/2;  j++)  { sigma[j]  = 0; msigmaCj]  = 0;  } 
sigma[0]  = 1;  msigma[0]  =  1; 

for(i=0;  i<n-k-no_erase;  I++)    {    /* outer loop */ 
di = 0;      /* starting of the first block */ 
for(j=0;  j<-li;  j++) 
di "= mul.gf(power_sum[i-j3, sigma[j]); 

for(j=0;  j<=(n-k)/2;  j++) nsigma[j]  = sigma[j]; 
if(di == 0)  continue; 

for(j=0;  j<=lm;  j++)       /* starting of the second block */ 
sigma[j+i-m]   ~= mul_gf(div.gf(di.dm) , msigmaCj]); 

In = li; 
li = MAXUi,  lm+i-m); 

if((i-ln) < (m-lm)) continue; 
m = I;  /* starting of the third block */ 
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Im = In; 
dm = di; 
for(j=0; j<=(n-k)/2; j++) msigmaCj] = nsigma[j] ; 

} 

There are three reasons contributed to the difficulty. Firstly, the loop body of the 

outer loop has three major blocks which need to be executed in sequence due to data 

dependence. This data dependence creates bottleneck which governs the whole design. 

In fact, a double frequency clock was used for this part. Secondly, the existence of 

conditional branches and a run-time dependent loop range makes extra control necessary. 

Thirdly, the data dependence in the second block changes with the outer loop index, i.e., 

the i-index, and the change depends on a non-index variable whose value requires extra 

effort to predict. More specifically, sigma[j + i — m] is dependent on msigmafj] and the 

value of i — m cannot be determined easily. A worst case senario would be to use a barrel 

shifter which would severely slow down the system. Fortunately, after carefully analyzing 

the computation, we found that the problem can be solved by shifting msigma array in a 

controlled way. 

Step3: Determine Error Locations Step 3 computations, as illustrated in the fol- 

lowing C code, can be represented as a 2-D DG. Since alpha(j-f-l) is independent of i, 

a projection along the i-axis is very useful to replace all the multiplications with table 

lookups. 

err =0;       /*  initialization */ 
for(i=0;  i<no_err;  i++)  a[i]  = sigma[i+l]; 

for(i=n-l;  i>=0;   i—)  {    /* outer loop */ 
sum = 0; 
for(j=0;  j<no_err;  j++)  {    /* inner loop */ 

aCj]   = mul_gf(a[j],  alpha(j+l)); 
sum ~=  a[j] ; 

} 
if(sum ==  1)   err_loc[err++]  = alpha(i); 

} 
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Figure 4: DG for S4.SIG and the corresponding projection direction and the scheduling 

vector. 

Step4: Determine Error Locations    Step4 contains two parts, S4.SIG and S4MAG. 

The S4_SIG part is to evaluate the multiplication of two polynomials, as illustrated in 

the following C code.  Its DG is a 2-dimensional and square one as shown in Figure 4. 

Projection was chosen to be along the i-index. The DG is linearly scheduled so that the 

vector (i=2, j=l) becomes the scheduling vector that is normal to all the equi-temporal 

hyperplanes. 

for(i=0;  i<m+n+l;  i++)    c[i]  = 0;    /* initialization */ 

for(i=0;   i<=m;   i++)  { /* outer loop */ 
for(j=0;  j<n;  j++)      /* inner loop */ 

c[m+j]  = c[m+j+l]   * mul_gf(b[j],  a[i]); 

c[m+n]   = mul_gf(b[n],  a[i]); 
c [i]   = c Cm] ; 

} 

The other part, S4MAG, is simple in terms of dependence analysis. However, it took 

the-largest number of CLBs compared to the other steps because of its complicated loop 

33-13 



body. A projection along the i-axis was used. That took 16 copies of hardware, each as 

complicated as the loop body. 

for(j=0; j<no_correction; j++) { /* outer loop */ 
num = 0; den = 0; beta = 1; 
for(i=0; i<no_correction; i++) { /* inner loop */ 

num ~= mul_gf(beta, power_sum[no_correction-i-l]); 
den = mul.gf(err_loc[j], den)  ~ beta; 
beta = sigmaCi+1]  ~ mul.gf(err_loc[j], beta); 

} 
mag_err[j]  = div_gf(num, mul_gf(den, err_loc[j])); 

Step5: Correct Errors    Step5 is a simple loop that can be fully parallelized. 

for(i=0;  i<no_error+no_erase; i++) { 
tmp = n-log_gf(err_loc[i])-l; 
icode[tmp]   =  icode[tmp]   ~ mag_err[i]; 

} 

3.2     Feasibility Estimation 

The schematics putting all the five steps together is shown in Figure 5. To estimate the 

feasibility of implementing R-S decoding on the CHAMP board, the CLB count of each 

step was taken and a global partition plan was proposed. 

CLB Counts CLB is the basic functional unit of an FPGA chip. For example, a 

XC4013 chip contains an array of 24 by 24 CLBs embedded in a lattice of programmable 

interconnection links. Inside each CLB, which is reconfigurable by itself, there are two 

filp-flops and a 32-bit memory storage. A CLB count roughly represents the amount of 

hardware resource to be used for a design. It does not take into account the routability 

of a design. 

Since the decoder design uses XBLOX library, a parameterized library supported 

by XILIX, it has to be flattened and placed before a real CLB count can be performed. 

However, the XILINX tool, designed to handle single chip design, was not able to handle 
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Figure 5: An overview of the Reed-Solomon decoder 
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the design, which would surely take more than ten XC4013s to accommodate. As a result, 

a CLB count was performed manually and the results can be summarized as follows. 

1. The total number of CLBs counted is 5,245. This number should be considered as 

a lower bound on the real number of CLBs required, 

(a) Stepl takes 171 CLBs. 

(b) Step2 takes 2,183 CLBs (1,454 for S2_Front and 729 for S2.Loop). 

(c) S3 takes 92 CLBs. 

(d) S4 takes 2,714 CLBs (578 for S4_SIG, 2,086 for S4MAG, 50 for some small 

parts). 

(e) S5 takes 76 CLBs. 

(f) System clock circuit takes 9 CLBs. 

2. Latches are necessary to synchronize the five steps. Most of the latches are used 

in interfacing Step2 and Step4. It is estimated that around 1,000 CLBs will be 

sufficient for this purpose. 

3. Some parts of the design requires further modifications. Suppose that takes up 

to 750CLBs. Then the total number of CLBs required is around 7,000. With 16 

XC4013's, the CHAMP board has 9,216 CLBs as well as the CLBs in the crossbar. 

So a successful implementation would have a CLB utilization from 70% to 80% 

which is a pretty difficult task but not impossible. 

A Rough Partition Plan To partition is to group circuits into sets of functions so that 

two constraints are satisfied: (1) Each set can fit into an FPGA chip (CLB count, Place- 

ment, and Routing Constraint) and (2) The communcation channel between chips can 

sustain the inter-set channel requirement (Communication Constraint). At first glance, 
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the decoder is complicated and very difficult to partition. However, with the previous 

analysis and thorough understanding about the overall schematics, two interesting facts 

relating to the two constraints were observed. 

1. CLB Count, Placement, and Routing Constaint: This constraint requires the par- 

tition of parts that require large number of CLBs. Fortunately, all the parts that 

have that property have a very modular structure due to the fact that they are for 

nested loops. This potentially will make partitioning much easier. 

2. Communication Constraint: The communcation intensive paths are regular and 

local and can be grouped into three sets: the eight ERR.SIG 5-bit buses between 

Step2 and Step3, the 17 ERASE-SIG 5-bit buses between Step2 and Step4, and the 

30 5-bit buses between Step4 and Step5. Analysis of those three sets indicated that 

they all can be partitioned so that those paths become on-chip communcation. This 

will greatly ease partitioning. 

With those two observations, an intuitive way to perform partitioning at a very high 

level is illustrated in Figure 6. The proposed partition uses 16 XC4013's, groups functions 

by cutting into regular structures, and keeps communication intensive paths on-chip. The 

detailed partition is not clear at this point and requires a lot of extra effort to figure out. 

4     Conclusion 

The CHAMP architecture represents a cost effective way to tackle computation intensive 

applications. However, it is very difficult to "program" the architecture, even when a 

sequential code is available. This three-month summer research effort was to study the 

feasibility of mapping Reed-Solomon decoding on CHAMP and to generalize the results. 

The effort results in a hierarchy of 37 schematics, some of them down to gate level. The 

CLB count for the whole decoder was estimated and an utilization ratio of around 70% to 
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Figure 6: A rough partition plan of the Reed-Solomon decoder: All the interconnection 

lines are 5-bit buses. Single-bit wires are not shown in the figure. 

80% was needed for the design to fit into CHAMP as a result. The high utilization ratio, 

fortunately, comes with a set of regular structures suitable for partitioning. Therefore the 

decoder implementation on CHAMP is probably feasible, if enough efforts can be spent 

in manual partitioning and the later 16 single-chip placement and routing. 

To generalize the results, it seems reasonable to assume nested-loops exist for many 

applications. In R-S decoding, two types of nested-loops were encountered. One can be 

represented with shift-invariant DCs while the other cannot. For loops with shift-invariant 

DGs, projection can be used and a modular structure should be expected which is good 

for partitioning. For the other type of loops, projection cannot be applied and some 

sequential controllers are to be developed to avoid becoming system bottleneck. Overall, 

the problem with multiple nested-loops is an optimization problem to balance hardware 

resource usage and speed, since there exist many design options even for a shift-invariant 

DG. 
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Programming the CHAMP board was not easy, is not easy, and will not be easy 

until some advanced compilers become available. Until then, programming architectures 

such as CHAMP will stay as a tedious hardware design exercise. 
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